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Synchronous Unbalance Response 
of an Owerhung Rotor with Disk 
Skew 
This paper deals with the influence of disk skew on the synchronous unbalance response 
of flexible rotors in damped bearings. A simple overhung rotor is treated to illustrate the 
effects of various combinations of unbalance and disk skew on the amplitude and phase 
angle response at the disk and bearings. The paper shows that it is impossible to balance 
the rotor at all speeds by single plane balancing even if three correction planes are em
ployed. The presence of disk skew may be best detected by monitoring the far bearing for 
a rapid phase angle decrease after passing through the first critical speed. 

Introduction 
Within the past ten years, the technology for the design of high

speed turbo-rotors has become very sophisticated. These advanced 
design capabilities have supported the continuing emphasis in in
dustry to build rotating machinery with larger capacities. Larger ca
pacity designs often require longer, more flexible rotors capable of 
operating above several critical speeds. In order to safely operate 
through these critical speeds, a good balance is necessary to control 
rotor amplitudes and bearing forces. 

Many extensive multi-plane balancing techniques, based on the 
influence coefficient method, have been developed in this country. 
These techniques have assumed that (1) the transverse axes of the 
rotor disks are perpendicular to the elastic centerline of the shaft, and 
(2) the shaft is not distorted. With these assumptions, the synchronous 
rotor excitation is due only to asymmetric radial mass distributions 
or disk eccentricities. However, in an actual rotor the shaft centerline 
may be bowed and the disks can be skewed, which induces effective 
external forces and moments on the shaft. A rotor might appear to 
be well balanced at a particular design speed when balanced with a 
technique that considers only the radial unbalance forcing function. 
However, the rotor may be considerably out of balance at othe%r op
erating speeds as a result of the shaft bow and disk skew effects. These 
influences can induce large amplitudes of motion on the rotor when 
it is operating in the vicinity of critical speeds. Ultimately, these large 
amplitudes can lead to extensive rotor and bearing damage. 

Extensive publications are available on the dynamic unbalance 
response of complex flexible rotor systems by such authors as Lund 
and Orcutt [1], Kawamo, et al. [2], Kirk and Gunter [3], Wolfe and 
Wong [4], Barrett, et al. [5], and Koenig [6]. However, their investi
gations have focused primarily on rotor response due to the action of 
radial unbalance forces, but do not include shaft bow and disk skew. 
Kikuchi [7] made a significant contribution toward developing the 
matrix transfer equations for a multimass rotor with shaft bow and 
disk skew. However, his formulation has several discrepancies which 

Contributed by the Gas Turbine Division of The American Society of Me
chanical Engineers and presented at the Gas Turbine Conference and Exhibit 
and Solar Energy Conference, San Diego, California, March 12-15, 1979. 
Manuscript received at ASME Headquarters December 26, 1978. Paper No. 
79-GT-135. 

are pointed out in [8]. Nicholas, et al. [9] presented a very complete 
treatment of the influence of shaft bow on the single mass rotor in rigid 
bearings. 

The incorporation of disk skew is considerably more complicated 
than the treatment of the radial unbalance alone. In order to examine 
the influence of disk skew, two additional equations of motion must 
be considered to represent the disk angular motion and gyroscopic 
moments. When the general Euler rotation angles are implemented 
to develop the dynamic equations of motion for a general precessing, 
nutating gyroscope, these equations are highly nonlinear. Conse
quently, only limited solutions can be obtained analytically. For ex
ample, Lund's [10] original synchronous unbalance response equations 
include the non-linear gyroscopic terms for a disk (however, perma
nent disk skew is not considered). This treatment requires an iterative 
procedure to include these nonlinear effects. Yamamoto [11] pre
sented the general equations of motion for a skewed disk, transformed 
into linearized stationary coordinates. The Yamamoto approach 
employed the transformation of the Eulerian equations to a fixed 
coordinate system. Then, the governing dynamic equations of motion 
are obtained by applying a disk kinetic energy expression to Lag
range's equations of motion. The resulting equations are then lin
earized for small displacements and rotations. In the treatment of 
rotating machinery, the disk angular displacements and the shaft 
slopes are small in comparison to the characteristic length of the rotor. 
Therefore, the Yamamoto formulation may be used to describe the-
disk linear dynamic equations of motion. 

The case of a single, overhung skewed disk on a uniform elastic shaft 
was treated by Benson [12] at the University of Virginia. Benson 
demonstrated that permanent disk skew can have a pronounced effect 
on the dynamics of the rotor shaft and that the single plane balancing 
procedure is not adequate to balance the overhung skewed disk at all 
speeds. This analytical formulation is of considerable value as it 
provides insight into the dynamic behavior of an overhung rotor 
system. However, this procedure is not readily adaptable to the 
evaluation of a multimass stepped rotor with skewed disks. 

Salamone and Gunter [13] presented the governing transfer matrix 
equations to include the effects of disk skew and shaft bow, in addition 
to unbalance, for a general multimass rotor in fluid film bearings. The 
importance of these two additional effects was illustrated in an 
analysis of a multimass water pump. It was reported that bow and 
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Fig. 1 Single mass unbalanced rotor with overhung skewed disk on flexible damped bearings 

Table 1 Rotor Model Parameters* 

L = 255.25 cm 
(100.49 in.) 

aL = 340.33 cm 
(133.99 in.) 

ds = 10.16 cm 
(4.0 in.) 

W, = 3132.04 N 
(704.14 lbf) 

r x = 0.0684° 

R = 50.8 cm 
(20.0 in.) 

r = 5.08 cm 
(2.0 in.) 

w = 5.08 cm 
(2.0 in.) 

eu = 0.025 cm 
(10 mils) 

Ux = 8114.53 gm-cm 
(112.66 oz-in) 

Ip = 4.082 X 106 N-cm2 

(1.4224 X 105 lbf-in2) 
It = 2.039 X 106 N-cm2 

(7.106 X 104 lbf-in2) 
k! = k2 = 13171.11 N/cm 

(7520.9 lbf/in.) 
c1 = C2 = 51.28 N-s/cm 

(29.28 lbf-s/in.) 

* Refer to Fig. 1 

skew can significantly alter the rotor response due to unbalance; 
particularly at the critical speeds. 

Another formulation which has been successfully used to express 
the dynamical equations of motion of a complex rotor bearing system 
is the modal representation of Childs [14]. In the Childs derivation, 
the products of inertia have also been included, although the effects 
of disk skew and products of inertia were not explored. 

In the treatment of disk skew in this paper, the angle of the disk 
skew r is considered to be very small. Under these circumstances, it 
can be shown that the product of interia term is proportional to the 
product of the difference between the polar and transverse moments 
of inertia and the skew angle. An effect equivalent to disk skew can 
be generated by two radial out of phase unbalance components, which 
are separated by a finite axial distance on the disk. The resulting 
system is mathematically identical to a small disk skew, and the re
sulting unbalance components produce a bending moment about the 
disk center. 

The results of [13] have inspired further study of disk skew effects 
to better understand the fundamental rotor behavior and the impact 

on balancing. Because of the complexity of the multimass rotor be
havior with shaft bow and disk skew, it is desirable to first examine 
a single mass overhung rotor on flexible damped bearings with a 
skewed disk. The cases presented herein illustrate the potential im
pact of disk skew in comparison to, and in combination with, the 
commonly treated unbalance excitation. 

D y n a m i c M o t i o n of the O v e r h u n g T h i n D i s k Rotor 
Description of the Rotor System. The single-mass overhung 

rotor model, as shown in Fig. 1, is a dimensionalized version of the 
model analyzed by Benson [12]. This model was used for verification 
of the general multimass matrix transfer equations in [8] and [13]. It 
should be noted that this is strictly an arbitrary rotor configuration 
which has been selected to illustrate the effects of disk skew on the 
synchronous rotor response. The dimensional characteristics of the 
thin disk rotor system are given in Table 1. Note that the bearing 
coefficients are assumed constant with rotor speed. The values of 
stiffness and damping were calculated from the nondimensional ex
pressions in [12]. Bearing cross-coupling and shaft weight are ne
glected. 

. N o m e n c l a t u r e . 
A = amplitude ratio, 5/eu 

eu = radial unbalance mass eccentricity, L 
f = frequency ratio, u/u>cr 

Ip = polar mass moment of inertia of disk, 
FLT2 

It = transverse mass moment of inertia of 
disk, FLT2 

K = constant 

Ku= stiffness, FL'1 

m = disk mass, FT2L~l 

nij = mass at station;', FT2L~l 

t = time, T 
U = complex unbalance, Ux + jUy, FL 
w = disk thickness, L 
z = complex rotor displacement, L 
ctj = angular location of unbalance at station 

j , RAD 

f}j = angular location of disk skew at station 
j , RAD 

5 = rotor displacement, L 
6 = complex rotor slope, RAD 
T = complex disk skew angle, rx + jry, 

RAD 
oi = angular rotor shaft rotational speed, 

T-i 

iocr — angular rotor critical speed, T - 1 
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For a "thin" disk, the polar moment of inertia Ip is greater than the 
transverse moment of inertia lt- In this analysis, it is assumed that 
the polar is twice the transverse. Note that this system will have only 
one synchronous critical speed of forward precession. The Benson 
analysis also considered the thick disk configuration in which the 
transverse moment of inertia Itis greater than the polar moment of 
inertia Ip. In that case, there are two critical speeds of forward syn
chronous precession. 

Rotor Equations of Motion. The general transfer matrix equa
tions used in this analysis have previously been derived and presented 
in [8] and [13], respectively. These multimass matrix equations be
come greatly simplified for the single mass overhung rotor illustrated 
in Fig. 1. Benson [12] expressed eight equations of motion that spe
cifically apply to this rotor system, with isotropic bearings and a 
massless shaft. These eight equations were expressed as the following 
four complex equations: 
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Examination of these equations of motion illustrate several im
portant features. First, it is observed that there are two forcing 
functions acting on the disk deflection equation Z and slope equation 
0 which are generated by radial unbalance and disk skew. The second 
feature, observed from the moment forcing term, is that the sign of 
the term is dependent upon whether the polar moment of inertia is 
larger than the transverse moment of inertia. In the case of a thick 
disk, where the transverse is larger than the polar, the skew gyroscopic 
moment would be opposite in sign compared to the moment for a thin 
disk. Therefore, considerably different dynamic effects are observed 
with disk skews on thick disks as compared to thin disks. This feature 
will be discussed in detail in a future paper. 

Synchronous Response of the Overhung Thin Disk Rotor. 
The rotor response results for five computer cases are illustrated in 
Figs. 2-7. These are plots of the dimensionless amplitude and phase 
angle versus frequency ratio for the three rotor locations corre
sponding to the near bearing (closest to disk), the far bearing and the 
disk. The amplitude of motion S is made dimensionless by dividing 
by the unbalance eccentricity eu. The speed co is made dimensionless 
by dividing by the rotor critical speed on rigid supports cocr. The rotor 
synchronous response was calculated for various combinations of 
unbalance and disk skew. Note that for this rotor system, there is only 
one critical speed which is approximately 60 percent of the rigid 
support value. This reduction from the rigid value is due to the flex
ibility of the bearings. In Cases 1-5, the values of unbalance and disk 
skew correspond to those originally used by Benson. This was done 
in order to verify the accuracy of the matrix transfer procedure. 

Fig. 2 illustrates the disk amplitude versus speed for various cases 
of disk unbalance and skew. With unbalance only, it is seen that the 
disk peak amplitude is 9.5. When the rotor is operating well above the 
critical speed, the dimensionless amplitude is 1. Therefore, the rotor 
has an amplification factor of 9.5 at the critical speed. 

Fig. 3 represents the disk phase angle change versus speed for the 
various cases of disk skew and unbalance. For the case of unbalance 
alone, the rotor experiences a 90 deg phase shift at the critical speed. 
Above the critical, this phase angle increases to 180 deg and then re
mains constant for speed ratios in excess of / = 1. This phase angle 

behavior corresponds to the phase angle response of the single mass 
Jeffcott model. 

In Cases 2 and 3, positive and negative disk skew only are consid
ered. For the amount of disk skew assumed, Fig. 2 shows that the 
amplitude at the critical speed is approximately 2. Above the critical 
speed, the amplitude will decrease with increasing speed. This 
physically corresponds to the situation in which the disk is straight
ening out and is attempting to rotate about its principal inertia axis. 
For the case of radial unbalance only, at super critical speeds, the disk 
will rotate about its mass center. This will cause a circular orbit or 
radius eu, which represents the displacement of the mass center from 
the shaft elastic axis. 

For the case of disk skew only, Fig. 3 shows that the disk phase angle 
will change through 90 deg at the critical speed and on to approxi
mately 180 deg for / = 1.0. For the case of negative disk skew, the 
phase angle change observed at the disk is almost identical to the 
response observed with radial unbalance. For positive disk skew, the 
phase angle changes are 180 deg out of phase with the negative disk 
skew phase angles and vary from 180 deg to approximately 360 deg. 
One slight variation in the phase angle behavior, in comparison to the 
response with pure unbalance, is the phase behavior at supercritical 
speeds in which / > 1. Here it is seen that the Case 2 phase angle re
duces slightly from 180 to 150 deg for / varying from 1 to 5. It will be 
seen later that the observation of the phase change on the rotor at 
supercritical speeds is an indicator that disk skew is present in the 
system. 

In Case 4, a combination of unbalance and negative disk skew is 
assumed. In this situation, the unbalance moment acts in conjunction 
with the radial unbalance to increase the rotor shaft motion at the disk 
location. The response of Case 4 is equivalent to a linear vector su
perposition of Cases 1 and 2. Since Fig. 3 shows that the phase angle 
change for radial unbalance and negative disk skew is similar, the 
vector combination of positive unbalance and negative disk skew will 
always result in an increase in rotor response. This can be observed 
in Fig. 2, Case 4, where the amplitude at the critical is 11.5. For Case 
5, unbalance and a positive disk skew are assumed. In this situation, 
the maximum amplitude at the critical speed has reduced to 7.5. Note 
that by shifting the disk skew by 180 deg, the rotor amplitude has been 
decreased from 11.5 to 7.5. 

In the analytic equations of motion developed by Benson or in the 
matrix transfer equations of motion, the system is assumed to be 
linear. Therefore, the principle of linear superposition of loads may 
be applied. It will be shown later, that if the unbalance in this case 
were reduced by a factor of 4.75, then the combination of unbalance 
and positive disk skew would result in zero amplitude at the critical 
speed. This observation was not originally made in the Benson anal
ysis. 

If one were to observe the amplitude of an overhung disk with a 
combination of unbalance and disk skew, Fig. 2 shows that the un
balance response looks very similar to the standard response as ob
tained for the single mass Jeffcott rotor. That is, the amplitude 
reaches a peak and then reduces to a constant value. Fig. 3 shows that 
the phase angle changes observed at the disk for various combinations 
of both unbalance and disk skew are also very similar in appearance 
to the standard single mass Jeffcott model without gyroscopic effects. 
Hence, it is not readily apparent from the observation of the disk 
unbalance response and phase angle that there may be disk skew 
present in the system. For the speed range from 1 to 5, there is a slight 
reduction in the phase angle for the case of disk skew alone. Since this 
phase angle change in quite small, it would be difficult to determine 
the amount of disk skew present in the system by observation of the 
phase angle change at the disk end. The best way to determine if a 
system has disk skew is to observe the motion at locations other than 
the disk. Next, it will be shown that the amplitude of motion and the 
phase change at the near and the far bearing locations, can be used 
to indicate disk skew effects. These amplitude and phase character
istics are not observed in the overhung rotor system with conventional 
radial unbalance only. 

Fig. 4 represents the amplitude of motion for the various cases of 
radial unbalance and disk skew as observed at the near bearing. For 
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the case of radial unbalance only, the maximum amplitude at the near 
bearing is approximately one-half of the amplitude at the disk loca
tion. Upon passing through the critical speed, the dimensionless un
balance response is approximately 0.7 and remains constant with 
speed. The shape of the curve with unbalance at the near bearing is 
similar to the observed amplitude at the disk location. For the case 
of disk skew only, the maximum amplitude at the near bearing is 1, 
which again is approximately one-half of the amplitude at the disk 
location. Above the critical, the amplitude reduces and reaches a 
minimum at approximately / = .9. However, as the rotor speed is in
creased above / = 1.0, the rotor amplitude increases with speed. 

Fig. 7 Far bearing phase angle versus rotor speed for a thin disk 

The associated phase angle changes for the near bearing are shown 
in Fig. 5. The important characteristic to observe is that disk skew 
causes an increase in amplitude with little increase in phase angle. At 
first one would suspect that the rotor amplitude of motion is slowly 
building up due to the approach of a second critical speed. However, 
for this system there is no second critical speed of forward synchro
nous precession. The buildup in rotor amplitude is due to the skewed 
disk attempting to straighten out and rotate about its principal inertia 
axis. 

Fig. 4 illustrates that the worst combination is radial unbalance and 
negative disk skew. This case causes a maximum amplitude of 5.3 to 
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occur at the near end. The minimum response at the near bearing 
occurs at a speed ratio of / = 1.2. Above this speed, the rotor amplitude 
continues to increase in value. However, from the phase relationship 
for the combination of unbalance and negative disk skew a conven
tional 0-180 deg phase shift is again observed. 

If a positive disk skew is incorporated with the radial unbalance, 
there is a reduction in the amplitude of motion at the near bearing. 
The amplitude of motion continues to reduce and actually goes to zero 
at a frequency ratio of/ = 2.1. At this speed, the near bearing is per
fectly balanced. Associated with the reduction to zero amplitude is 
a reversal in the phase angle from 180 deg to a value approaching 15 
deg. This phase angle reversal has also been observed in rotors with 
flexible foundations [3] and radial unbalance only. From the large 
phase angle shift, one might improperly conclude that the rotor is 
going through a housing or support resonance. However, the overhung 
rotor in this analysis does not have a flexible foundation. Therefore, 
it is disk skew that causes this unusual behavior. 

Figs. 6 and 7 represent the amplitude and phase angle changes for 
the various conditions of unbalance and disk skew at the far end 
bearing. For the case of unbalance only, (Case 1), the maximum am
plitude is 1.05 at the critical speed. At speeds well above the critical, 
the amplitude reduces to an asymptotic value of 0.07. Thus we see that 
for this model, radial unbalance at the disk causes a maximum dis
placement of 9.5 at the disk, 4.5 at the near bearing and only 1.06 at 
the far end bearing. The phase angle for Case 1, at the far end, varies 
from 180 to 360 deg with a shape that is similar to the Case 1 phase 
angle change observed at the disk and the near bearing. However, the 
far end bearing phase angle is 180 deg out of phase to the disk or near 
end bearing. Therefore, with unbalance alone, the amplitude response 
at the far bearing is only approximately 10-15 percent of the response 
observed at the disk and is out of phase with it. 

If we examine Fig. 6 for the far end bearing with disk skew alone, 
the maximum amplitude is 0.22 at the critical speed, which again is 
only 10 percent of the value observed at the disk. However, the in
teresting phenomena observed in this case is that upon passing 
through the critical speed, the amplitude reduces and reaches a 
minimum at / = .9 and then continues to increase with speed. The 
examination of Fig. 7 for the phase angle change due to disk skew is 
even more revealing. The phase angle change through the critical is 
only 150 deg instead of 180 deg. After passing through the critical 
speed, the phase angle reduces over 100 deg from its maximum value 
at / = 9.7. Above / = 1.5, the phase angle gradually begins to in
crease. 

From the data examined, it can be concluded that a rapid phase 
angle reversal at the far bearing, after passing through the critical 
speed, is indicative of a significant disk skew in the overhung rotor 
system. This reversal of phase angle has an important effect on the 
far bearing response when both unbalance and disk skew are present. 
At all of the rotor stations, the phase angles due to positive unbalance 
and negative disk skew are in-phase when passing through the critical 
speed. This implies that the vector addition of the two effects will 
result in an increase in amplitude at all stations along the rotor at the 
critical speed. After passing through the critical speed region, the far 
end phase angle with negative skew deviates from the phase angle due 
to unbalance alone. This then causes a reduction in amplitude at the 
far bearing. Another important characteristic to observe at the far end 
bearing is that at / = 0.9, the amplitudes due to unbalance alone, and 
in combination with disk skew, all cross over. Therefore, while the 
Case 5 amplitude is less than the unbalance amplitude at the critical 
speed, it has the highest amplitudes of all five cases at speeds above 
/ = 0.9. 

In all cases where disk skew is present, the far end shaft amplitude 
increases with speed above / = 1.5. This type of behavior is not ob
served at the disk. Therefore, in order to detect a possible condition 
of the disk skew in an overhung wheel, it is desirable to monitor the 
amplitude and phase angle behavior at both the near and the far end 
bearing positions. For example, with unbalance and disk skew, the 
near bearing amplitude of motion may increase at speeds above the 
critical speed without any associated phase angle change as in Case 
4. At the far bearing location, the amplitude may increase at super

critical speeds with increasing or decreasing phase angles. The be
havior, as shown by Figs. 6 and 7, has been observed numerous times 
in industry, not only with overhung rotors, but also with conventional 
rotors with inboard disks. The increase in amplitude above the critical 
speed with and without a change in phase angle has often been per
plexing to investigators, particularly in the case when the operation 
is far removed from a second critical speed. Figs. 4-7, for the behavior 
of the near and the far bearings, show that disk skew can cause phase 
angle shifts which cannot be generated by radial unbalance alone. The 
reversal of phase angle change at the far bearing after passing through 
the first critical speed, and the increase in amplitude, is an indication 
of a skewed disk or a moment unbalance distribution acting at the 
opposite end of the machine. Notice that this phase reversal is not 
observed at the disk, itself. 

B a l a n c i n g t h e O v e r h u n g T h i n D i s k Rotor 
From the behavior of the single mass overhung rotor with unbalance 

and disk skew, it is observed that the characteristic bearing ampli
tudes and phase angles significantly differ from those of the con
ventional single mass Jeffcott model. It is then desirable to consider 
various techniques to balance the overhung rotor configuration with 
a skewed disk. The previously discussed case of positive disk skew only 
(T = +0.0684 deg) was selected as the rotor excitation to be balanced 
out. No radial unbalance is assumed. Figs. 8-10 are the balancing plots 
of amplitude versus rotor speed for the far bearing, near bearing, and 
disk, respectively, for the various balancing cases considered. 

Balance No. 1 ̂ S i n g l e Plane Disk Correction at the Critical 
Speed. Fig. 2, for the disk motion with various combinations of disk 
skew and radial unbalance, showed that the combination of positive 
disk skew with positive radial unbalance caused a net reduction in 
amplitude over the case with only unbalance. It is therefore logical 
to assume that if disk skew is initially present in the wheel without 
radial unbalance, that a radial unbalance correction weight could be 
placed on the wheel to cancel, or balance-out, the disk motion while 
passing through critical speed. 

The first balance was intended to balance out the amplitude due 
to disk skew (T = +0.0684) using a single plane correction on the ov
erhung disk by taking amplitude and phase measurements at the far 
bearing location. The balancing speed is the first critical speed (/ = 
0.6). The disk correction is determined by linear superposition using 
the amplitude and phase readings from the far bearing probe (Figs. 
6,7) due to the assumed unbalance from Case 1 and positive disk skew 
from Case 3. The dimensionless amplitude responses at the far bearing 
due to unbalance and disk skew are: Aj? = total far bearing amplitude; 
Apu = far beairng amplitude due to unbalance at the disk = 1.059 L 
270 deg; ApT = far bearing amplitude due to positive disk skew = 0.225 
L 90 deg; U = Case 1 unbalance at disk = 8114.53 L 0 deg gm-cm 
(112.66 L 0 deg oz-in) and; UB = unbalance correction at disk. 

The amplitude of motion at the far end bearing is a linear super
position of the influences of disk skew and unbalance as follows: 

AF = \-j~- * UB\ + AFT 

= 1.059 L 270 deg ^ 2 2 5 L 9 0 

8114.53 L 0 deg 

Specifying that the unbalance correction weight UB will cause the 
total amplitude AF at the far end bearing to be zero. The required 
amount of balance correction weight is given by 

0.225 L 90 deg _ 1724.03 L 0 deg gm-in 

0.00013 L 270 deg (23.93 L 0 deg oz-in) 

With the correction, Fig. 8 indicates that the resulting far bearing 
amplitude at the first critical is reduced to 0.025 from the initial 
amplitude of 0.225. The near bearing amplitude (Fig. 9) is reduced 
from 0.88 to 0.05, and the disk amplitude (Fig. 10) is reduced from 1.93 
to 0.11. After this balance, the rotor can safely pass through this 
critical without danger of excessive amplitudes at the bearings and 
the disk. Fig. 10 shows that by taking influence coefficients at the far 
bearing, when operating through the first critical speed, the disk may 
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Uu = Ut*-z 
Zi 
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Fig. 8 
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Amplitude al the far bearing versus speed for various balancing 
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NEAR BEARING LOCATION 

- - CASE 3: INITIAL *T 
o BALANCE NO. 1 —SINGLE PLANE AT DISK ( 1 = 0.6) 
Q BALANCE NO. 2 —SINGLE PLANE AT FAR BEARING ( I = 3) 

-J A BALANCE NO. 3-SINGLE PLANE AT NEAR BEARING (f = 3) 
X COUPLE CORRECTION 

Fig. 9 
cases 

FREQUENCY RATIO I, = " / " C T (DIM) 

Amplitude at the near bearing versus speed for various balancing 

Fig. 10 Amplitude at the disk versus speed for various balancing cases 

be successfully balanced. The disk amplitude then remains well be
haved with low level motion throughout the entire speed range. 
However, Figs. 8 and 9 show that beyond the first critical speed, the 
amplitudes of motion at both bearings increase, with the largest 
amplitude occurring at the near bearing. 

Balancing No. 2—Far End Correction above the Critical 
Speed. The second balancing correction is intended to balance out 
the far bearing amplitude at a post-critical speed value of / = 3.0 with 
a single plane correction at the far bearing. It will be assumed that / 
= 3.0 is the operating speed. The correction from balance No. 1 is to 
remain on the disk. 

The balance correction is determined by the method of influence 
coefficients with the following equation 

where Z\ = rotor amplitude vector before the trial weight at the bal
ancing speed = Z\ e~'*1; Zi = rotor amplitude vector after the trial 
weight at the balancing speed = Z^ e ~Jto; Ut = unbalance trial weight 
vector = Ute~'*x;tyu = rotor unbalance vector = f/ue"•'*". Then the 
magnitude of the balance correction is 

\Uc\ = \Uu\ (4) 

and the correction phase angle is then 180 deg out of phase with the 
unbalance. Thus 

' <t>u + 180 deg (5) 

For balance No. 2 at the far bearing for / = 3.0 the balancing infor
mation is: t\ = 0.2264 e-J«>.36deg ^im; Qt = 720.27 e-J'129-65** gm-cm 
(10 e--'129-65** oz-in); Z2 = 0.53868 e--<

142-63de« dim. 
The resultant balance correction is Uc = 275.37 e-y'i95.oii8deg g i r i-cm 

(3.8232 e-J
19bmiadee oz-in). Balance No. 2 was successful in reducing 

the far bearing amplitude (Fig. 8) from 0.2264 to 0.0 a t / = 3.0, without 
disturbing the first balance at / = 0.6. The near bearing and disk 
amplitude remained unchanged as indicated in Figs. 9 and 10, re
spectively. 

Balance No. 3—Near Bearing Correction above the Critical 
Speed. The third balance is intended to reduce the near- bearing 
amplitude (Fig. 9) at operating speed (/ = 3.0) without disturbing the 
previous two balance improvements. The balancing information is: 
2i = 0.7716 e-J9-607des dim; Ut = 720.27 e-JKWdeg gm-cm (10 e-;'

19MeB 
oz-in.); and Z2 0.59723 e-J'6.806deg dim. 

The resultant correction is then Uc = 3091.15 e-J'177-6197dee gm-cm 
(42.9167 e-ii77.ei97deg oz.jn.). 

Balance No. 3 was successful in reducing the near bearing amplitude 
(Fig. 9) from 0.7716 to 0.0 at / = 3.0. However, the amplitude at the 
first critical (/ = 0.6) significantly increased from 0.06 to 0.735. The 
other two rotor locations also show detrimental results. At the far 
bearing (Fig. 8) the amplitude increased from 0.02 to 0.17 at the first 
critical, and from 0.0 to 0.34 at the operating speed. In fact, at speeds 
above the first critical, the far bearing amplitudes are worse than the 
original response caused by the skewed disk (Case 3) before balancing. 
The amplitudes at the disk (Fig. 10) indicate an increase from 0.14 
to 1.58 at the first critical. At operating speed, the amplitudes are the 
same as for the initial rotor before balancing. 

From these three balancing runs, it is evident that while the single 
plane balancing technique is sufficient for balancing out the ampli
tudes for a specific rotor location and speed, it is not successful in 
balancing the overall overhung rotor over the operating speed range. 
It is then desirable to try balancing with a couple correction. 

Balancing with a Couple Correction 
A couple correction consists of two correction weights separated 

by the thickness of the disk and 180 deg out of phase with each other. 
This produces an equivalent balance moment vector, whereas the 
single plane corrections produce equivalent balance force vectors. 

Starting with the original rotor with positive disk skew only (Case 
3), a trial couple is applied to the disk to balance the rotor at the first 
critical (/ = 0.6). Then the influence coefficient technique (equation 
(3)), as previously described for single plane balancing, is used. 
However, the trial weight vector becomes a trial couple vector. The 
balancing information is: Zi = 1.9312 e-i

2isMdee dim; Ot = 720.27 
e-vodeg g m . c m (io e-mes oz_;n COUpie); and Z2 = 1.9028 e-;

24B-66d<« 
dim. 

The resulting couple balance correction vector is then 

Oc = 48978.15e~->0tieg gm-cm (680 e-J°d<« oz-in. couple) 

With this correction, Figs. 8-10 indicate essentially zero amplitudes 
for all three rotor locations throughout the speed range. 

There are numerous rules of thumb for estimating reasonable 
amounts of residual unbalance for analytical rotor response analyses. 
However, it is often difficult for a designer to physically arrive at 
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reasonable values of the disk skew angle. For small disk skew angles, 
it can be shown that two balance correction weights placed on a disk 
180 deg out of phase and separated by distance w is equivalent to a 
uniform disk skewed an angle T from the vertical. 

The transformation angle to principal directions for a disk with a 
couple unbalance is given by 

t a n 2 0 p = - ^ - (6) 
jf 1 1 _ -122 

The product of inertia term is given by 

I12 = f pxZdm = - ^ (7) 
Jv Kg 

For small disk angles 

Where T = disk skew angle (radians); U = equivalent unbalance 
couple, gm-cm (oz-in); w = disk thickness, cm (in.); Ip = disk polar 
weight moment of inertia, N-cm2 (lb-in.2); It = disk transverse weight 
moment of inertia, N-cm2 (lb-in2); and K = constant = 102 gm/N (= 
16 oz/lb). 

As an example, the equation (8) was applied to the overhung rotor 
discussed in this paper. The known parameters are Ip = 4.082 X 106 

N-cm2 (1.422 X 105 lb-in2); It = 2.039 X 106N-cm2 (7.106 X 104 lb-in2); 
w = 5.08 cm (2.0 in.); and T = 1.194 X 10~3 rad (0.0684 deg). 

The equivalent unbalance couple can then be calculated from 
equation (8) 

U = TK{IP - It)/w = 4.8979 X 104 gm-cm (679.9 oz-in.) 

This is the same answer as was found by the influence coefficient 
method with the trial couple. 

S u m m a r y 
The sample problem of the overhung rotor with disk skew illustrates 

the influence of disk skew on unbalance response and phase angle 
changes. It produces an effect which cannot be obtained with the usual 
unbalance distribution on a flexible rotor. This effect is the occurrence 
of a rapid reduction in phase angle at the far bearing upon passing 
through the critical speed. The sample problem also shows that it is 
impossible to balance the rotor at all speeds with single plane radial 
unbalance corrections in the presence of a skewed disk. The equations 
of motion to include disk skew or shaft bow may be expressed in ma
trix transformation form or by a modal formulation as has been done 
by Childs [14] or Gunter and Choy [15]. A condition for modal bal
ancing a particular critical speed can be obtained from [15] by setting 
the modal forcing function P,,; for the i-th mode equal to zero. This 
results in the condition 

<j>ijtmjeuj[w2 cos (cot + af) + co sin (cot + a,)] 

+ 4>ij"rj(Ip ~ It)j[o>2 cos (cot + ft) + cb sin (cot + ft)] = 0 (9) 

Where c6; = i-th mode shape and $,:' = i-th mode shape slope. From 
the above condition, it is apparent that if the unbalance is selected 
to balance out one critical speed due to the presence of disk skew, the 
system will not be balanced at high critical speeds. 

C o n c l u s i o n s — T h i n D i s k O v e r h u n g R o t o r 
1 A skewed disk will excite the first critical speed of an overhung 

rotor. 
2 A radial disk correction can always be selected to balance out 

the effect of disk skew at the first critical speed. 
3 Although the rotor balance may be acceptable at the first critical 

speed, the bearing forces and rotor amplitudes may be unacceptable 
at higher speeds. This system cannot be adequately balanced by single 
plane procedures. 

4 Amplitudes and phase angles monitored at the overhung disk 
appear to be similar to the behavior of the elementary Jeffcott rotor 
model. Hence disk skew effects cannot be distinguished from unbal
ance by monitoring the motion only at the disk location. 

5 The response characteristics at the bearings of the overhung 
rotor can differ considerably from Jeffcott behavior when disk skew 
is introduced. The amplitude is not constant above the first critical-
instead, it increases with speed. 

6 At the far bearing, a rapid decrease in phase angle above the first 
critical speed is an indication of significant disk skew. Hence, a probe 
at the far bearing end can indicate disk skew. 

7 Two unbalance weights placed on a disk 180 deg out of phase 
and separated by an axial distance w can create an equivalent disk 
skew in the rotor. Hence, any grinding of impeller wheels in which the 
correction planes on the front and back are 180 deg out of phase can 
create equivalent disk skew effects. 
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A Numerical iodel for Stirling Cycle 
Machines 
The further development of a model to accurately simulate the performance and detailed 
behavior of Stirling cycle machines is described. The transport equation set (which de
scribe the working gas) is derived in both the so-called integral and differential forms. 
Only the integral equation set is solved for the simulation. The differential equation set 
is used to investigate the structure of individual terms in the integral equation set. This 
procedure allows these terms to be more accurately understood and, hence, modeled. The 
energy equation includes kinetic energy and dissipation terms while the momentum equa
tion includes the effects of working gas acceleration and viscous friction. Heat leakage and 
longitudinal conduction in the machine walls are accounted for and due regard is taken 
of the working gas instantaneous properties. The Reynolds analogy is used to calculate 
the local heat transfer coefficients. 

Introduction 
This paper presents the continuing efforts by the authors to develop 

and justify an accurate computer simulation of Stirling cycle ma
chines. Various stages of the development of the simulation model 
have been previously presented in the literature [1] and at conferences 
[2, 3], A unique approach has evolved which utilizes the integral (or 
macroscopic) formulation of the transport equation set. The system 
(i.e., the machine) is subdivided into a finite number of discrete cells 
which are interconnected by mass, momentum and energy fluxes 
which cross the boundaries (or nodes) of the cells. The working gas 
properties are assumed to be spatially constant over each cell at their 
mean spatial values. The three transport equations (continuity, mo
mentum and energy) plus the equation of state are applied to each 
individual cell. The resulting set of first order differential equations 
are solved simultaneously by explicit methods for the entire 
system. 

It is the purpose of this paper to justify this approach. 

The Cellular Model 
Fig. 1 indicates how the machine is subdivided into a finite number 

of thermodynamic entities (or cells). 
The most general i 'th elemental cell (Fig. 2) consists of a void space 

Vi containing working gas of temperature T,-, pressure pi and specific 
volume D; (or density p;). The working gas in this void space is in 
intimate open communication with the porous cell matrix. The matrix 
presents a wetted area Amgi to the working gas, allowing heat Q; to 
be transferred by convention from the matrix to the working gas. The 
cell axial length is Ax; and is bounded by node i being the interface 
to adjacent cell i + 1. Mass flux density gi flows across node i through 
the free flow area A,. The various working gas properties are defined 
as being constant throughout the cell and discontinuous at the nodes. 
Thus the node temperature Tni are conditional variables, taking on 
their respective adjacent upstream cell values, conditional on the 
direction of mass flux density g,-. The definition of conditional nodal 
temperatures was introduced by Pinkelstein [4]. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at The 1979 Israel Joint Gas Turbine 
Congress, Haifa, Israel, July 9-11,1979. Manuscript received at ASME Head
quarters May 7,1979. Paper No. 79-GT/Isr-16. 

The cell matrix is defined in terms of the matrix overall volume 
(being the void volume V, plus the volume occupied by the matrix 
material Vm;), porosity ipi, temperature Tmi and specific volume vrai. 
Heat transfer by conduction between adjacent cell matrices Qmi takes 
place at node i through matrix effective cross sectional area Ami. Heat 
transfer by conduction Qwmi takes place between the matrix and 
containing wall through the effective area of contact Awmt. The 
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Fig. 1 Cellular model [8] 
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Fig. 2 Generalized /'th elemental cell [8] 
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containing wall associated with the j ' th cell is defined in terms of its 
volume Vwi, specific volume uwt and temperature Twi. Heat con
duction between adjacent walls Qwi occurs at node i through the wall 
cross sectional area Awi. Heat transfer with the external environment 
adjacent to the wall of the j ' th cell, Qwot, takes place through the 
external wall area Awot. For the regenerator cell it can generally be 
assumed that the regenerator is externally adiabatic (i.e., Qwoi = 0). 
In the special case where there is no regenerator matrixi.e., that the 
wall acts as the regenerator or if the cell is part of the heater or cooler, 
the heat transfer to the working gas Q; takes place between the 
working gas and the cell wall. 

The boundary conditions for the series connected heat exchanger 
cells are the compression and expansion spaces respectively. 

The effective cylinder wall temperature (Twc for the compression 
space) cannot be accurately determined analytically and depends 
inter alia upon the nature of the environment, the cylinder configu
ration, the mechanical friction heat generated by the piston seals and 
the heat transfer to the working fluid. It is usually assumed that the 
cylinder wall is adiabatic (for machines with separate heat exchang
ers). In this work it is further assumed that the gas momentum in the 
working spaces is negligible. Mechanical work is done on the external 
environment by virtue of a change in volume (pdV/dt). 

T h e T r a n s p o r t E q u a t i o n S e t 
The derivation of the transport equation set is directly pertinent 

to the simulation technique; for this reason it is included here. 
The lumped parameter approach is used in the integral equation 

set to account for viscous effects (friction and dissipation) and heat 
transfer by means of friction factors and heat transfer coefficients. 
The integral equations are thus a pseudo three-dimensional system 
with only two independent variables; time (£) and axial position in 
the machine (x). These equations are then applied to the cellular 
model. 

Consider a completely arbitrary control volume V within the 
flowing working gas (Pig. 4). 

The control volume, which is located in an Eulerian framework is 
represented by its specific volume v (or density p), pressure p, tem
perature T and momentum per unit volume g. The momentum per 
unit volume g assumes the role of a mass flux density while crossing 
the control surface A transporting matter, energy and momentum into 
and out of the control volume. Heat Q crosses the control surface and 
mechanical work W is done by the control volume on the environ
ment. 

Fig. 3 Generalized compression space 

N6A 

Fig. 4 Generalized control volume 

1 Continuity (Conservation of Mass). This equation is de
veloped by writing a mass balance over a stationary volume element 
V through which fluid is flowing. 

Rate of increase 
of mass in the 
control volume 

net mass flux convected 
inwards through the 
control surface 

• N o m e n c l a t u r e * 
A = free flow area 
Am = effective area for conduction in ma

trix 
Aw = effective area for conduction in wall 
Amg = wetted area of matrix 
Awm = effective area of contact between wall 

and matrix 
Awo = effective area of contact between wall 

and environment 
Cm = heat capacity of matrix 
Cw = heat capacity of wall 
d = hydraulic diameter 
e = specific total energy 
E = rate of viscous dissipation 
F = force of fluid on solid surfaces; viscous 

forces 
Ff .= Fanning friction factor 
Fr = Reynolds friction factor 
g = mass flux density or momentum per unit 

volume (note that£t> is velocity) 
g = mass flux density vector 
h = specific enthalpy; heat transfer coeffi

cient 

k ;= thermal conductivity 
N = unit normal vector 
p = pressure 
q = heat flux vector 
Q = convective heat transfer 
Q = rate of convective heat transfer 
Qm = conductive heat transfer in matrix 
Qw = conductive heat transfer in wall 
Qwm = conductive heat transfer between 

wall and matrix 
Quio = conductive heat transfer between wall 

and environment 
R = gas constant 
Re = Reynolds number 
t = time 
T = temperature of working gas 
Tn = node temperature (working gas) 
Tm = temperature of matrix 
Tw = temperature of wall 
Twc = compression cyclinder wall tempera

ture 

u = specific internal energy 
U - internal energy 
v = specific volume of working gas 
vm = specific volume of matrix 
vn = node specific volume (working gas) 
vw = specific volume of wall 
V = void volume 
Vm = matrix volume 
Vw = wall volume 
W = work 
x = axial position 
7 = ratio of specific heats (working gas) 
A = small increment 
if/ = porosity 
p - density 
p. = dynamic viscosity 
a ~ stress tensor 

Subscr ipts 

i = inlet conditions; location at cell i 
e • • exit conditions 
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dt 
j pdV= J? p(gv)-{~N)dA 

y f pdV=- f g-NdA 
dt Jv J A 

(1) 

(2) 

Equation (2) is integrated for the integral form of the continuity 
equation: 

dm 

dt 
(gAh - (gA)e (3) 

where i refers to the surface through which fluid flows into the cell 
and e refers to the surface through which fluid exits the cell. It is im
portant to note that the integral result automatically assumes the area 
average value of the local flux parameter. 

If the system is considered continuous in both time and space, it 
is possible to derive the differential continuity equation; applying 
Gauss' theorem to (2): 

•f C pdV=- f V-gdV 
dt Jv Jv 

By the Leibnitz rule for differentiating a volume integral: 

I V\dt 
+ V - f f d V = 0 

(4) 

(5) 

Since the control volume is entirely arbitrary and the integrand is 
continuous, the integrand must itself be zero: 

0 (6) 

This is the differential equation of continuity for non-steady 
compressible flow. 

2 Momentum (Equation of Motion). A momentum balance 
for the control volume is: 

rate of change 
of momentum 
within the 
control volume 
d_ 

dt 

net momentum flux 
convected inwards 

= through the con
trol surface 

-N)dA 

net forces 
acting on the 

+ fluid in the 
control volume 

- f SdV= <f g(gv)-(-l 
dt Jv I / A 

+ <f p(-N)dA + £ a(-N)dA (7) 

where: gv 
a 

is the velocity 
is the viscous stress tensor 

In equation (7) only the surface forces are considered. Body forces 
such as gravitational, centripital, magnetic and electrical have been 
neglected as irrelevant to the class of problems treated here. 

Equation (7) is integrated to give the integral form of the momen
tum equation. 

- (gV) = (g2vA){ - (g*uA)e + (pA)i - (PA)e - F 
dt 

(8) 

Note that F is the force of the fluid on the solid surfaces and is made 
up of the sum of all viscous and pressure forces experienced on these 
surfaces (viscous forces are empirically determined). The differential 
form of the momentum equation is derived in a manner similar to that 
used for the continuity equation, the result is: 

dg 

dt 
+ [V • (ggu)] + Vp + [V • a] = 0 (9) 

Note that this equation has three components, one for each spatial 
direction. 

3 The Mechanical Energy Equation. By forming the scalar 
product of the local velocity with equation (9) and using the differ
ential continuity equation (6) it is possible to derive the following 
result [5] 

- (gv)2l2 •• 
dt 

-gv • V(gv)V2 - u(V • gup) - y(V • [a • gv}) 

-vp(-V-gu) -v(-<r. Vgv) (10) 

Equation (10) is important for understanding the inter conversions 
of mechanical energy; the word statement is as follows: 
rate of increase net input of specific 
in specific kinetic = kinetic energy by virtue 
energy of convection through 

control surface 

rate of specific 
work done by pressure 
of the surroundings 
on control volume 

rate of reversible 
conversion to spe
cific internal energy 
by compression 

rate of specific 
work done by vis
cous forces on 
control volume 

rate of irreversible 
conversion to specific 
internal energy due 
to dissipation 

Bird, Stewart and Lightfoot [6] indicate that the term (—a:Vgv) 
is always positive and is generally referred to as the dissipation 
function. It can thus be expected that in all flow systems this term 
represents the degradation of mechanical energy into thermal energy 
and that therefore no real processes are reversible. If this term is ig
nored then all forms of energy in (10) would be freely interconver
tible. 

Furthermore, Bird, Stewart and Lightfoot point out that the 
p(V-gt)) term causes appreciable temperature effects for gas under
going sudden expansion or compression. The (a:gv) term on the other 
hand causes measurable temperature changes in flow systems where 
the velocity gradients are large. Both these conditions are likely to 
be found in Stirling cycle machines. 

Note that (10) is not a new equation; it is simply a different form 
of the momentum equation. 

4 The Energy Equation. The word statement for this equation 
is as follows: 

rate of increase in total 
energy (including kinetic, 
internal and potential) in 
the control volume 

+ rate of internal heat generation 
e.g., electrical and chemical 

rate at which the fluid 
does work on its surround-

— ings by virtue of pressure 
and viscous stresses 
(normal and shear) 

rate of total energy 
flux convected in
wards through the 
control surface 

rate of energy input 
by conduction through 

+ the control surface 

It is assumed that potential energy and internal heat generation 
by chemical or electrical means can be ignored as being irrelevant to 
the class of systems treated in this work. It should be noted, however, 
that internal heat absorption and release would be important in 
Stirling cycles operating with a dissociating gas [7]. 

Mathematically the verbal statement becomes: 

d_ 

dt 
J pedV = (£ pe(gv) • (-N)dA - <£ p(gv) • NdA 

- j ? W-go]-NdA+ ^ q-(-N)dA (11) 

where e = (gv)2/2 + u 

It is possible to derive an integral form of the energy equation di
rectly from (11). However, a more convenient integral form can be 
derived from the simplified differential energy equation. Therefore 
the differential energy equation is derived first. 

Using Gauss' theorem and the continuity equation (6), equation 
(11) can be manipulated to give [5]: 
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- — (gv)2l2 + g • V(gu)2/2 + V • gvp + (V • [a • gv}) 
v dt 

l d u 
+ + g - - V u + V - g - = 0 (12) 

v dt 
which is the differential form of the energy equation. 

Comparing equations (12) and (10) it is noted that the first four 
terms in the differential energy equation are repeated in the differ
ential mechanical energy equation. Therefore subtracting (10) from 
(12): 

-\—+gvVu\= p ( - V • gv) + {-a:Vgv) -V-g (13) 
u \ot I 

which is sometimes referred to as the equation of thermal energy. The 
word statement is as follows: 

rate of reversible inter
nal energy increase per 
unit volume by compres
sion 

rate of internal 
energy input by 

+ conduction per 
unit volume. 

rate of gain of internal 
energy per unit volume 
both locally and by 
convention 

rate of irreversible 
internal energy 

+ increase per unit 
volume by viscous 
dissipation 

If the equations of mechanical and thermal energy are compared 
(10) and (13), the only terms that are common to both equations are 
p(V-gv) and (—<r:Vgi>). Thus these equations are coupled through 
these terms and they must therefore describe the interconversion of 
mechanical and thermal energy. The term p(V-gu) can either be 
positive or negative, depending on whether the working gas is ex
panding or contracting, hence it represents a reversible mode of in
terchange. On the other hand, the term (~a:Vgu) is always positive 
as previously noted and therefore represents an irreversible degra
dation of mechanical energy into thermal energy. 

Defining specific enthalpy: 

h = u + pv (14) 

substituting (14) into (13) and after manipulation: 

— - ] + V-hg- V -\pgv} = p ( - V - g v ) + (-a:Vgv) - V-q (15), 
dt \vl 

Since pressures are assumed to be spatially constant over each cell 
and discontinuous at the nodes, it is possible to derive the integral 
form of equation (15) by integrating directly using Gauss' theorem 
and Liebnitz's rule: 

— f pudV+ <£ hg-NdA- (£ p(gv)-NdA 

= -P <f (gv) • NdA + C (~a:Vgv)dV - <£ g- NdA (16) 

Evaluating: 

dU 

dt 
+ {hgA)e - (hgA)i - (pAgv)e + (pAgv)i = ~p[(Agv)e 

(Agv), + j (-a:Vgv)dV+ (qAh - (qA)e (17) 

Note that the areas may be different for each group, for example 
the area for heat flux is generally different to the area for enthalpy 
flux. 

No further manipulation can be performed on the dissipation work 
integral, this term is evaluated from empirical considerations, and 
is denoted by E. 

In accordance with the assumptions made by Urieli [2, 8], heat 
conduction along the gas is neglected. The only heat transfer ac
counted for is that due to convection, which is evaluated from em
pirical considerations. The heat flow terms are thus replaced by $. 

Substituting for the perfect gas definitions of internal energy and 
enthalpy, (17) finally becomes: 

7 - 1 dt 7 - 1 

+ [(pAgu)i - (PAgv)e] -p[(Agu)i - (AgvM - E (18) 

This is the final form of the energy equation as used in this work. 

E m p i r i c a l F a c t o r s 
There are three parameters which have to be evaluated empirically, 

they are: 
(a) F: The total force of the working gas on the solid surfaces. This 

includes pressure and viscous forces. 
(b) E: The dissipation of mechanical energy over the cell volume, 

also known as lost work. 
(c) Q: The heat transferred between the solid surfaces and the 

gas. 
At the cellular level it can be shown [5] that by replacing the pres

sure terms (pA)i — (pA)e in the momentum equation by A(pi — pe) 
where A is the smallest area of flow, it becomes a reasonable ap
proximation to assume that F is only the viscous force on the control 
volume. This simplification allows the momentum equation to be 
more easily modelled. Another potential difficulty is the fact that 
friction factors only account for the shear stresses. Fortunately, it is 
a simple matter to include the normal stresses which are evaluated 
from the differential momentum equation by making the relevant 
Newtonian assumptions. Writing the shear stresses in terms of the 
so-called Reynolds friction factor as suggested by Urieli [2, 8], and 
evaluating the normal stresses from the differential momentum 
equation, the final form of F is: 

F - ~ , [A— (gv) 
ox 

A — (gv) 
ox 

where 

FrAFfRe 

ReA\gd//x\ 

+ 2FrtigVv/d2 (19) 

(20) 

(21) 

There is a certain degree of uncertainty associated with the Fanning 
friction factor Ff as applied to reversing flow. The Fanning friction 
factor is usually experimentally determined for steady, incompressible 
and isothermal flow. In this work the quasi-steady selection of friction 
factors coupled with the inclusion of the normal stresses help to limit 
the effects of the steady and incompressible requirements, whilst the 
general turbulent nature of the working gas flow in Stirling-type 
machines help to reduce the requirement for isothermality [5]. 

Dissipation can generally be divided into two main parts. Firstly, 
the viscous work done by standing eddies forming in the abrupt ex
pansions and contractions, or in any other fittings that interrupt the 
smooth flow of the fluid; and secondly, the viscous work done in 
parallel flow. This distinction is purely empirical, since on an ele
mental level, both forms of dissipation are the result of the same 
mechanism, i.e., the irreversible work done against the local normal 
and shear stresses acting on the fluid element. 

In Stirling machines the dissipation due to the standing eddies 
forming in the abrupt expansion or contraction to or from the working 
spaces is important and must be included in any analysis such as this. 
Generally in steady flow work, a pressure loss term is included to ac
count for this dissipation. This term is either added to or subtracted 
from the pressure for expansion or contraction as the case may be. 
This approach was used by Urieli [2,8] and Schock [9]. Unfortunately 
this approach is not valid for non-steady or reversing flow situations 
since it is not meaningful to add or subtract a loss term to or from the 
pressure at every differential time increment. A better approach is 
to relate the pressure loss term to the rate of dissipation since this is 
in fact what it is derived from [6]. This is done by working "back
wards" from the empirical result for Ap to evaluate the rate of dissi
pation which then features in the thermal energy equation as part of 
E. From these arguments the following result can be derived [5]: 
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E = \gs\Au2K/2 (22) 

where K is the expansion or contraction loss coefficient as defined by 
Kays and London [10]. This result is valid for both expansions and 
contractions. 

It is important to note that the derivation of (22) assumes that for 
an instantaneous Reynolds number and geometry, the rate of dissi
pation for unsteady conditions is approximately the same as that for 
steady conditions. 

Bird, et al. [6] show that for steady, incompressible isothermal flow 
there is a relationship for E in terms of the steady-state friction factor 
Ff: 

(parallel flow — shear 
E = [2{gv)2AxFf/d]gA 

stress terms only) 
(23) 

If (23) can be considered to replace only those terms due to shear 
work (in accordance with the previous assumptions on the friction 
factor), then (23) may be modified to include the effects of the normal 
stresses which are again easily evaluated from the differential energy 
equation (again making the relevant Newtonian assumptions). The 
final result for parallel flow dissipation is then [5]: 

E=Vn 2(gv)iFr/d2 + -
' d 
— (gv) 
dx 

(parallel flow) (24) 

Note that (24) is always positive as would be expected. 
A heat transfer coefficient is defined to evaluate the (J. Again the 

quasi-steady assumption is used by assuming that the local heat 
transfer coefficient is solely dependent on the flow geometry and the 
local Reynolds number. In this work the Reynolds simple analogy [11] 
has been found to be satisfactory since Prandtl numbers are in the 
region of unity. The local heat transfer coefficient is given as fol
lows: 

h = kFr/(2d) (25) 

Transport properties are either evaluated from ideal gas results 
(specific heats at constant pressure or volume and gas conductivity) 
or empirical formulas (viscosity using the Sutherland formula). This 
approach has been found to work well, but it is quite possible to use 
empirical formulas for all the transport properties if additional ac
curacy is required. 

M e t h o d of S o l u t i o n 
To complete the equation set, an equation of state must be speci

fied. For this work the ideal gas equation was found to be ade
quate: 

PV = mRT (26) 

Conduction in the machine's solid parts is included by writing the 
energy equation for each solid section within each cell [2, 8], This 
procedure is standard and is not repeated here. 

The complete set of equations for the working gas and the solid 
portions of the machine are applied simultaneously to each elemental 
cell as indicated in Fig. 5. The energy and continuity equations are 
applied to each consecutive cell whilst the momentum fluxes are not 
defined within the cells but only at the nodes. The momentum 
equation is however stepped along the machine by one cell length at 
a time. This arrangement staggers the application of the momentum 
equation so that the momentum fluxes can be determined at each 
node. 

The resulting set of first order differential equations (in time) is 
solved simultaneously by using explicit techniques such as Runge 
Kutta [2, 5, 8]. This process has a warm up period which requires that 
the equations are cycled through a number of times until cyclic steady 
state has been reached. This would be equivalent to the thermal 
equilibrium state of a real machine. A technique has been devised to 
force the system to cyclic steady state at a much faster rate. This is 
done by altering the regenerator matrix temperatures in a weighted 
fashion until no net heat is transferred to the regenerator over a cycle 
[2,8]. 

Staggered momentum cells 

J 

l - l 

-X JL 

1*2 

Energy and continuity cells 

Fig. 5 Application of the continuity, energy and momentum equations 

4 5 8 7 8 910 20 30 40 

NUMBER OF CELLS (nc) 

Fig. 6 Efficiency versus number of cells [2] 

R e s u l t s 
1 Numerical Behavior. Fig. 6 shows thermal efficiency plotted 

against the number of cells, using air as a working fluid and at dif
ferent operating frequencies. These curves were derived for a hypo
thetical engine previously described by Urieli, et al. [2]. 

It can be seen that the model is extremely well behaved. The dif
ference in thermal efficiency for 39 cells and 45 cells is only 0.1. 

2 Experimental Verification. A preliminary program to ex
perimentally verify this approach has just been completed at the 
University of the Witwatersrand and has been presented in the lit
erature [3]. Figs. 7 and 8 show an example comparison between ex
perimental and simulation pressure-theta diagrams. Fig. 9 shows a 
similar comparison for the temperature distribution along the ma
chine. 

The discrepancy between the experimental and simulation ex
pansion space pressure profiles is not fully understood. It is believed 
that this is probably due to not taking sufficient account of gas mo
mentum in the working spaces [3, 5). 

Table 1 gives a comparison between experimental and simulation 
values for a heat balance over the entire machine. There is an exper
imental error of approximately ± 7 percent. 

A comparison with ideal analyses was also investigated which 
showed no inconsistancies in the simulation results [3, 5]. 

3 Performance of a Hypothetical Engine. Urieli [2, 8] has 
shown that it is possible to use this approach to generate performance 
curves for any hypothetical Stirling engine. A set of such curves is 
given in Fig. 10. These curves have been shown to be in agreement 
with the general trend of performance curves of real Stirling machines 
[2]. 
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Table 1 Overall energy balances 

§ 
<B 

U~l 

p 
B-

Speed [Hz] 

2,50 

3,35 

4,35 

2,50 

3,35 

4,35 

« [J] 
Cooler 

-46,628 

-46,384 

-44,690 

-53,655 

-53,895 

-51,227 

Qh [J] 

Heater 

49,047 

46,219 

42,288 

56,516 

51,387 

41,156 

V[J] 
Work 

2,886 

1,261 

-1,172 

4,127 

2,592 

-0,860 

Energy 
Balance 
Error 

-0,9S% 

-3,091 

-2,911 

-2,24 s . 

-9,92' . 

-22.38S1 

Efficiency 

5,88«. 

2,73' . 

-2 ,77 ' . 

7,3OT 

5,04% 

-2,095 

'This discrepancy has since been established as being due to a seal failure. 

Fig. 9 Temperature distribution along machine [3] 

Conclusions 
A more r igorous analysis has been p r e s e n t e d to ra t iona l i se t h e a p 

p roach first p r e s e n t e d by Urieli , e t al. [2]. T h e model l ing of viscous 

diss ipat ion and t h e inclusion of t h e no rma l stress t e rms have fur ther 

improved t h e accuracy of t h e model . 

Pre l iminary exper imental comparisons are favourable and it would 

a p p e a r t h a t t h e mode l can p red ic t the pe r fo rmance of a real S t i r l ing 

mach ine wi th an accep tab le degree of accuracy. 
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Compressor Rotating Stall in 
Uniform and Nonuniform Flow 
Rotating stall in axial compressors consists of regions or cells of retarded flow moving 
around the annulus relative to the blades. Planar symmetry is destroyed, resulting in 
stalled blades in part of the annulus and unstalled blades in the remainder. The stall cell 
moves in the direction opposite to the rotor, relative to the blades, but since the relative 
speed of propagation is usually less than the rotor speed, the cell is seen to move in the 
same direction as the rotor from an absolute reference frame. The presence of the stall 
cells results in a deterioration of compressor performance since the maximum pressure 
ratio is not achieved in regions of retarded flow. Furthermore, since this self-induced dis
tortion is periodic, the forced frequencies generated may coincide with the natural har
monics of the blading, tending to cause structural damage. This paper describes a series 
of experiments in which a single-stage, lightly loaded compressor operated under stall-
free conditions and with rotating stall, both with uniform inlet flow and with distortions 
generated by an upstream screen of uniform porosity. Not only was the overall compressor 
performance determined in the traditional manner, but the distribution of static pressure 
over the rotor suction and pressure surfaces was measured with high response instrumen
tation. The rotor pressure profiles measured in both undistorted and distorted flow are 
presented for operation before and after the onset of rotating stall and the latter are com
pared with the steady flow results. It is observed that two distinctly different types of ro
tating stall exist depending upon whether or not an inlet flow distortion is present. These 
cells differ not only in macroscopic properties—rotational speed, circumferential extent, 
mass-averaged flow conditions, etc.—but also in detailed flow characteristics as evidenced 
by the rotor blade static pressure distributions. It is further observed that not all inlet dis
tortion geometries lead to the development of rotating stall. 

Introduction 
The existence of large-scale nonuniformities in the inlet flow of axial 

compressors has recently received widespread attention. The math
ematical difficulties in handling other than linearised models of such 
flows have however limited theoretical developments: furthermore, 
the complexities of data acquisition and presentation and even the 
development of suitable parameters by which to describe these un
steady phenomena have severely hampered the experimentalist. 
Nevertheless, continued improvement to axial compressor perfor
mance, particularly in surgemargin and operating range, must include 
an improved understanding of unsteady effects. 

For compressors operating near the surge line, the development 
of rotating stall cells appear to be a common or maybe universal [1, 
2], precursor to complete breakdown of performance. This phenom
enon consists of regions or cells of retarded flow moving around the 
annulus relative to the blades. Axial symmetry is destroyed, resulting 
in stalled blades in parts of the annulus and unstalled blades in the 
remainder. The stall cell moves in the direction against that of the 
rotor relative to the blades, but since the relative speed of propagation 
is usually less than the rotor speed, the cell is seen to move in the same 
direction as the rotor in an absolute frame of reference. 

1 Presently Visiting Professor, von Karman Institute for Fluid Dynamics, 
Rhode-St-Genese, Belgium. 

Contributed by the Gas Turbine Division of The American Society of Me
chanical Engineers and presented at the 1979 Israel Joint Gas Turbine Congress, 
Haifa, Israel, July 9-11,1979. Manuscript received at ASME Headquarters May 
11, 1979. Paper No. 79-GT/Isr-18. 

The presence of the stall cells results in a deterioration of com
pressor performance since the maximum pressure ratio is not achieved 
in regions of retarded flow. Furthermore, since this self-induced 
distortion is periodic, the forced frequencies generated may coincide 
with the natural harmonics of the blading, tending to cause structural 
damage. 

The effects of nonuniform inlet conditions and the development 
of rotating stall are clearly not unrelated; one results from an external 
influence upstream of the stage, the other can be generated within 
the blade row, but both result in non-axisymmetric and therefore 
unsteady flow conditions with rotor rows. The distortions may be from 
one to many blade passages in circumferential extent and therefore 
have associated frequencies of the order of the rotor rotating speed. 
These are of course, much lower than the blade passage frequencies 
encountered when considering blade wake effects. 

This Paper describes a series of experiments in which a fully in
strumented axial compressor was tested over a wide range of operating 
conditions. Not only was the compressor overall performance ob
tained, but the distribution of static pressure along the rotor blade 
surfaces was measured with high response instrumentation. Data were 
obtained both for undistorted and distorted inlet flows, the latter 
being generated by uniform porosity screens of various circumferential 
extent mounted at the compressor inlet. 

Of particular interest was the development of rotating stall cells 
when the compressor operated near the stability limit line. The on-
rotor pressure measurements showed very clearly the formation of 
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these cells, whose development, circumferential extent and speed of 
rotation were found to be significantly affected by the nature of the 
upstream flow. 

The Experimental Facility 
The test rig (Pig. 1) was a lightly-loaded, single stage axial com

pressor, having constant annulus cross-section measuring 25.4 cm dia 
at the hub and 50.8 cm at the tip. All blades were built up from C4 
sections. A variable-speed, 5hp motor drove the compressor at speeds 
up to a maximum of 1500 rpm. The mass flow was controlled by a 
throttle-valve situated at the tailpipe exit. 

The rig was fitted with the usual instrumentation required to 
evaluate overall compressor performance. Inner and outer wall static 
tappings were positioned ahead of and behind every blade row, and 
the downstream stagnation pressures were measured by four rakes 
disposed orthogonally, each having nine shrouded pitot heads. All 
pressure readings were taken from inclined multiple manometer 
banks. Hot wire anemometer measurements were taken with the 
probe situated in the compressor inlet, providing both mean and 
turbulence velocities for a selected number of operating condi
tions. 

The compressor pressure ratio was calculated from the total pres
sure measured downstream of the stage by the 36 stagnation pressure 
probes. Using the averaged value of static pressure from the inner and 
outer wall tappings downstream of the stage, together with the 36 
stagnation pressure readings, the velocity distribution was obtained 
radially. Area weighted integration of this distribution yielded the 
compressor mass flow. 

The rotor speed was measured by mounting a 60 tooth gear wheel 
on the drive shaft. An inductive pick-up sensed the passage of each 
tooth and the number counted over a period of one second was dis
played on a frequency meter (yielding speed in rev/min directly). 

Two rotor blades were instrumented at blade mid-height (bmh), 
one with eight static pressure tappings on the pressure surface, and 
the other with eight tappings on the suction surface. A high-frequency 
response transducer (70 kHZ) was mounted at bmh for each tapping. 
The pressure was fed from the blade surface to the transducer volume 
within the blade via a 0.038 cm dia transfer tube (maximum length 
of 0.152 cm). The transducers had a miniature silicon diaphragm 
(0.318 cm) on which a full Wheatstone bridge network was diffused. 
The electrical output wires were routed down through the blade root 
to a remotely-controlled switching circuit mounted on the rotor disc. 
The signals were then taken from the rotating rig via a precision 
slipring assembly (noise < 5/xV/ma) to an external switch control 
device and finally to amplification/recording equipment. 

The system was designed so that any eight transducers could be 
recorded simultaneously. This was wired for four channels (combi
nations) of eight transducers. Selection of channel A connected the 

STATIC PRESSURE TAPPINGS a INSTRUMENTATION 
fAT BLADE MID-HEIGHT 

STAGNATION PRESSURE RAKES 

1 ROTOR 
Fig. 1 The single stage compressor rig 

eight pressure surface transducers to eight galvanometers in an ul
traviolet recorder. The other three channels were: (B) 8 suction; (C) 
4 leading edge (LE) suction and 4 LE pressure; (D) 4 trailing edge 
(TE) suction and 4 TE pressure tappings. Channels C and D were 
included to permit time-matching of suction and pressure surface 
measurements (taken from different blades) during unsteady flow. 

The entire pick-up and recording system had a frequency response 
in excess of 1000 Hz, sufficiently high to handle all frequencies en
countered. 

A Yawmeter was located one-half chord upstream of the rotor, 
permitting calculation of the upstream static pressure and inlet rel
ative velocity. 

The blade surface pressure distribution data were evaluated in the 
usual pressure coefficient (Cp) form, where 

P ~Pi 

In the case of the unsteady experiments, where only time averaged 
values of p i and Vi were known, a new pressure coefficient C* was 
utilized, where 

C* •• 
•Po 

V2PW1 

po is the static pressure measured at the same blade tapping at the 
same flow conditions in steady flow and the denominator represents 
the time-averaged dynamic pressure as seen by the rotor. Thus C* 

•Nomenclature. 

a, b . . . j = compressor operating points on 
characteristic in undistorted flow 

q, r . . . v = compressor operating points on 
characteristic in distorted flow 

Cp = blade surface coefficient of pressure 

P ~ Pi 

'kfnWr 
C* = dimensionless blade surface pressure 

change due to stall or distortion 

P - Po 

C.P.R. = compressor stagnation pressure 
ratio 

CAT = stagnation pressure coefficient 

= P ~ Pi 

V2P0V02 

Cs = static pressure coefficient 

P-Pi 

M = Mass flow rate 
N = Rotor rotational speed 
P = Stagnation pressure 
p = static pressure 
Po - blade surface static pressure in distorted 

flow rotating stall 
Ap = blade surface static pressure relative to 

atmospheric pressure = p„ — p 
Rb = Reynolds' Number based upon blade 

chord 
T = absolute temperature 
V = gas velocity in absolute frame of refer

ence 
W = gas velocity relative to the rotor 
x/c = dimensionless chordal distance 

8 = circumferential position with respect to 
a fixed reference 

0D = circumferential extent of distortion 
0' = circumferential position of stall cell with 

respect to a reference fixed to the rotor 
U = rotor blade speed 
(' = flow incidence to blade 
p = fluid density 
T = angular extent of rotating stall cell period, 

expressed in absolute degrees of rotor 
rotation 

Subscripts 

0 = upstream of distortion screen 
1 = upstream of rotor 
=> = ambient 

Superscripts 

= mass averaged quantity 
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represents the change in the blade surface static pressure distribution 
resulting from the presence of the rotating stall and/or inlet flow 
distortion. 

Experimental Results in Undistorted Inlet Flow 
Unstalled Flow. The experimental compressor performance map 

is shown in Fig. 2. Data are shown for ten operating points at a con
stant rotational speed of 1250 rev/min. Measured rotor blade surface 
pressure distributions are plotted in Pig. 3 for the nine stalled oper
ating conditions (a — i) of Fig. 2. 

While at the higher and lower incidences these data show unex
pected excursions, they are in good agreement with other data near 
the design incidence. Fig. 4 shows a comparison between the present 
results and those reported in [3] and [4] for similar blades operating 
at similar incidences and Reynolds' numbers for rotor and cascade 
respectively. Fig. 5 shows a comparison between the present and ex
perimental data and those calculated by the analytical method of 
Martensen [5]. In all cases the agreement is good. It may be observed 
that the ripple in the convex surface measured by Rhoden [4] and 
followed by the data reported here, was ascribed to the presence of 

C.P.R. 

1-004 r 

1-002 

7 9 11 13 

Fig. 2 Undisturbed compressor characteristic — 1250 rev/min 

Mir 
p 

a laminar separation bubble, a phenomenon which, in any case, could 
not be predicted by the in viscid model of Martensen [5]. 

Rotating Stall. Further reduction of the compressor mass flow 
from point i of Fig. 2 to point j led to the inception of rotating stall 
in the rotor. Fig. 6 shows the variation of rotor blade pressure surface 
static pressure as a function of circumferential location at a constant 
flow condition indicated by point j (Fig. 2). Data are given for seven 
chordal locations, with tapping 1 being nearest the leading edge. Rotor 
movement was in the direction of increasing 8. 

Examination of Fig. 6 reveals that at a given tapping, the pressure 
pattern repeated itself approximately every 540 deg of absolute rotor 
rotation and thus the stall pattern moved in the same direction as the 
rotor at one-third its rotational speed when viewed in the absolute 
frame of reference. Relative to the rotor however, the stall pattern 
moved in the opposite direction at roughly two-thirds the rotor ro
tational speed. 

It may also be seen from Fig. 6 that the rotating stall cell first ap
peared at the rearmost portion of the rotor blade and moved upstream 
requiring about 20 deg of relative rotation (i.e., three blade passages) 
to reach the leading edge and become fully established. The cell oc
cupied roughly 20 percent of the circumferential extent to the an-
nulus. 

The data of Fig. 6 are replotted in the form of pressure coefficient 
and chordal dimension in Figs. 7 and 8. Fig. 7 shows a comparison of 
the results obtained in the unstalled flow (i = 11.9 deg) with those for 
flow with rotating stall at a point circumferentially remote from the 
stall cell (0 = 660 deg). The incidence at the latter condition was ap
proximately 14 deg. Given the modest difference in incidence, the two 
results are in excellent agreement, showing that the flow had adequate 
opportunity to re-establish its steady-state flow pattern between 
successive passages of the stall (a key assumption in the parallel 
compressor model of the rotating stall flow). Fig. 8 shows the measured 
rotor pressure coefficient for a number of azimuthal positions (the 
reference position for 6 and d' are shown in Fig. 6). It is clear that at 
8 = 180 deg a significant pressure distribution change had been ex
perienced by the suction surface and the leading edge region of the 
pressure surface. By the time the rotor had moved to d = 225 deg both 

Fig. 3 Variation of rotor static pressure distribution with incidence -2 

1 x 

EXPERIMENTAL DATA 
CASCADE DATA (REF 41 
ROTOR DATA (REF 3) 

Fig. 4 Comparison of data with other experiments 

f o o-EXPERIMENTAL DATA 
THEORETICAL PREDICTIONS 

Fig. 5 Comparison of data with theory 
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surfaces experienced gross changes in pressure distribution. Not until 
the rotor had rotated nearly a full revolution (to d = 540 deg) was the 
flow fully reestablished. 

• To illustrate more clearly the effect of the rotating stall cell on blade 
element performance Fig. 9 shows a plot of C*v chord. The reference 
state for p 0 and hence C* was the pressure distribution obtained at 
6 — 45 deg, a condition sufficiently removed from the stall cell that 
'clear flow' prevailed. Absolute values of C* are not particularly 
meaningful in view of the averaging required in computing the de
nominator, but shifts from the zero reference are a qualitative measure 
of change in blade surface pressure distribution as a result of the 
pressure of rotating stall. As was observed by Day [6], the rotating cell 
is a highly active region of flow; and this is supported by these data; 
the rapid changes of surface pressure in the region of 6 = 405 deg are 
evidence that reversed flow existed in the blade passage. 

Experimental Results in Distorted Flow 
Unstalled Flow. To assess the effects of inlet distortion on the 

blade pressure distributions a 90 deg squarewave distortion was 
generated by positioning a uniform low porosity wire-mesh screen 
one-half diameter upstream of the stage. The resulting overall com
pressor characteristic is shown in Fig. 10 superimposed for comparison 

2 0 0 30° 70° 11|0''l50°190o230°ztf 3ld*35(f _ e' (RELATIVE) 

I, ' ' ' x. 540° -—' H 

upon the undistorted flow characteristic. The movement of the sta
bility line, yielding a surge-margin reduction for an operational 
compressor, is evident. 

The associated variation of stagnation and static pressure upstream 
of the stage is indicated in Fig. 11 for the operating points q — v on 
the characteristic (Fig. 10). A discussion of the seemingly anomolous 

720° 900° 
9 (ABSOLUTE) 

Fig. 6 Rotor pressure surface unsteady pressure measurements undisturbed 
inlet flow, rotating stall present 

0=660° 
ROTATING STALL 

Fig. 7 Comparison of data measured under steady flow conditions and in 
rotating stall but remote from the stall cell 

Fig. 8 Transit of a rotating stall cell 
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Fig. 9 Effect of rotating stall on the unsteady pressure coefficient C* 
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Fig. 11 Effect of compressor operating point upon distortion profile — 1250 
rev/min Bo = 90 deg 
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10 

0-8 

CAT 
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Fig. 12 Circumferential pressure variation downstream of compressor -
1250 rev/min, POINT 'v', BD = 90 deg 

7 9 11 13 M/T 
P 

Fig. 10 Distorted flow compressor characteristic — 1250 rev/min B = 90 Fig. 13 Rotor pressure surface unsteady pressure measurements Bo - 90 
deg deg, unstalled flow 
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rise in static pressure upstream of the rotor as it emerged from the 
distortion region is given in [3]. The corresponding circumferentially 
varying stagnation and static pressures downstream of the stage are 
presented in Fig. 12 for an operating point, v, close to the stability 
limit. 

An example of a typical rotor blade concave surface pressure dis
tribution at the same operating condition is shown in Fig. 13. The 
blade clearly experienced a significant pressure disturbance every 
revolution, but the effect was generally limited to the forward portion 
of the passage. The effect of the distortion screen may be seen more 
clearly in Fig. 14 in which C* is plotted as a function of blade chord 
for a number of tangential locations. In this instance Co* is a measure 
of the difference in static pressure between that at a given and that 
prevailing at a reference value of 8 for comparatively undisturbed 
flow—in this case at 8 = 150 deg. If the undistorted flow pressure 
distribution is taken to correspond roughly to that shown for 0 = —90 
deg, it is clear that major pressure changes began to take place some 
30 deg before the rotor entered the shadow of the screen and persisted 
for at least 60 deg after it emerged from behind the screen. This ob
servation is consistent with the spread in upstream static pressure 
(Fig. 11) and the corresponding downstream stagnation pressure 
distribution (Fig. 12). 

Rotating Stall. Closure of the throttle to move the compressor 
operating point from u to w on Fig. 10 led into what, from instrument 
observation, may be described as a classic rotating stall mode. For 
example, Fig. 15 shows rotor blade concave surface pressure distri
butions as a function of 8. While superficially similar to those data 
found in the rotating stall case without inlet distortion screens (Fig. 
6) several important differences may be observed. The period of the 
rotating stall cell cycle lengthened from 540 to 720 deg of rotor rota
tion, meaning that the cell was rotating at one-half the rotor speed 
relative to a stationary observer (cf. one-third rotor speed in the case 
of undistorted inlet flow). Thus the cell was moving at U/2 relative 
to the rotor, compared with 2(//3 for flow without a distortion screen. 
It is also clear that the pressure perturbation propagated from the 
leading to the trailing edge of the blade, unlike the distorted flow case 
(Fig. 6) in which the reverse was true. Furthermore, on alternate 
revolution, when the instrumented blade passed through the screen 
shadow but the stall cell was diametrically opposite in the compressor 
annulus, only a minor perturbation in static pressure was experienced 
at the forward three measuring stations. The remainder were unaf
fected. 

The rotor blade surface pressure distributions were plotted in the 
form of C*vx/c in Fig. 16 where the reference condition for C* was 
taken at 0 = 225 deg (see Fig. 15). In the region 0 deg =S 8 < 75 deg, 
following the transit of the stall cell the flow was being reestablished 
in the blade passage. For the range 75 deg < d ^ 150 deg the flow was 
apparently stabilized, the apparently unusual pressure distribution 
being a consequence of selecting 8 = 225 deg as the reference condition 
for C*. For 150 deg =S 8 =S 330 deg the blade experienced modest 
pressure fluctuations as a result of passing through the distorted inlet 
flow, but major pressure excursions did not commence until 0 = 630 
deg. In the range 630 deg =S 8 ^ 780 deg the rotor blade clearly expe
rienced rapid changes in loading, characteristic of the transit of a 
rotating stall cell. Finally (8 > 810 deg) the flow was restored to the 
state which prevailed 720 deg earlier. 

Other distortion screens of different circumferential coverage (15 
to 120 deg) and varying porosity were investigated, but in no other 
instance was rotating stall observed. For example, a 15 deg screen of 
the same (low) porosity as that described above did not produce ro
tating stall. 

Discussion and Conclusions 
It would be inappropriate to draw general conclusions from the 

limited data presented in this Paper. Our purpose, rather, is to present 
detailed blade element information for a lightly loaded compressor 
operating in two distinctly different regimes of rotating stall in the 
hope that current models of cell structure and behaviour may be re
inforced by this addition to the body of experimental data. 
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Fig. 14 Effect of distortion on the unsteady pressure coefficient C* 

Fig. 15 Rotor pressure surface unsteady pressure measurements 0a = 90 
deg, with rotating stall 
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Fig. 16 Effect of distortion and rotating stall upon the unsteady pressure 
coefficient C* 

The existence of two different stall regimes suggests that two dif
ferent mechanisms of rotating stall initiation on the rotor are possible. 
In the undistorted flow case, the rotor blade surface pressure distri
butions indicate a disturbance moving forward in the blade row. This 
is not inconsistent with the observations of others (e.g., [6]), who, on 
the basis of observations made upstream and downstream of the blade 
row, concluded that reverse flow is possible. It further suggests the 
rotating stall cell has its origins in the stator and that the rotor is re
sponding to a rotating downstream blockage. To check this, further 
experiments would be needed. 

In the case of the distorted inlet flow, the stall cell is clearly rotor 
initiated. The perturbation resulting from passage of the stall cell is 
much greater than that caused solely by the distortion screen and in 
fact, once rotating stall is established, the unstalled portion of the 
annulus is virtually unaffected by the distortion. This latter obser
vation lends support to the stall model of [7] in which it is suggested 
that the unstalled portion of the flow is operating well below the stall 

line on the operating curve; it is therefore comparatively immune to 
upstream perturbations. This flow, combined with the small mass flow 
rate passing through the stall cell, results in the mass-averaged per
formance given by the point w in Fig. 10. 

The inception of rotating stall and the flow pattern within a stall 
cell and the mechanism controlling the flow pattern within the stall 
cell are not currently well understood. This presentation, with the 
detailed information on flow within the rotating blade row may have 
some value in improving knowledge in this complex flow situation, 
which is still a limitation in axial compressor performance. 
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Stability of a Zr02(Y203) Thermal 
Barrier Coating in Turbine Fuel with 
Contaminants 
Corrosion behavior of recently developed plasma sprayed duplex thermal barrier coating 
systems, consisting of Udimet-500 alloy metal substrate, MCrAlY (M = Ni or Ni/Co) bond 
coat and Zr02 stabilized with 12 wt percent Y2O3 overcoat, has been evaluated in environ
ments now used or anticipated in utility turbines burning liquid fuels. The base fuel, 
GT-2, was doped with desired concentrations of sodium, vanadium and sulfur, and burned 
in a gas turbine simulator which contained the coated, air-cooled specimens. The coatings 
were found to behave well when exposed to combustion gases obtained by burning clean 
GT-2 fuel oil and that containing 1 ppm Na. However in the presence of vanadium in the 
fuel, the Zr02-12 wt percent Y2O3 oxide coating showed severe cracking, chipping and 
spalling. Possible causes for such oxide coating degradation are discussed. This work 
shows that the thermal barrier coating concept is feasible for utility turbines; but further 
coating development, specifically for utility turbines burning residual fuels, is required. 

Introduction 
There is considerable incentive to increase gas inlet temperature 

in power generation gas turbines to improve thermal efficiency and 
increase power output for a given engine size. Because of the difficulty 
in achieving major improvements in temperature capabilities of 
metallic alloy systems and the significant losses in turbine efficiency 
in using airfoil cooling, serious consideration is being given to coating 
the metal components with a thermally insulating ceramic material 
for maintaining metal components at much lower temperatures than 
the hot combustion gases [1], Potential benefits from the use of such 
thermal barrier coatings are quite large and include reduction of metal 
temperature by about 100-250°C or reduction in cooling air re
quirements. Moreover, significant performance improvements and 
reductions in cost of electricity can be achieved in very near term by 
increasing the turbine inlet temperature in today's combined cycle 
power plants. Thus, these thermal barrier coatings may well provide 
the transition between metallic systems and the apparent ultimate 
solution of bulk ceramic airfoils. 

A two-layer thermal barrier coating consisting of yttria-stabilized 
zirconia over a NiCrAlY bond coat, shown schematically in Fig. 1, has 
recently been investigated [1] at the NASA-Lewis Research Center. 
Their research program identified yttria-stabilized zirconia as being 
most promising for aircraft turbine engines on the basis of adherence 
to the NiCrAlY bond coat, thermal shock resistance, and resistance 
to cracking. The tests in an aircraft type gas turbine engine showed 
that the NiCrAlY/Zr02(Y203) coating successfully withstood 35 
start-stop thermal cycles (total testing time of 150 hr) at turbine inlet 
temperatures as high as 1375°C and 500 2 min cycles from 1375°C to 
flame-out with no signs of deterioration. In addition, thermal mea
surements made on coated and uncoated blades during the engine 
tests corroborated the theoretically predicted insulating effect of the 
coating. Also, the coating system exhibited good.adherence to blade 
and vane metals when cycled in a static burner rig 40 times between 

1100 and 27°C. However, preliminary hot corrosion tests with sea salt 
injected into the flame at gas temperature of 900° C indicated coating 
adherence problems after 40 1 hr cycles. 

Duplex thermal barrier coatings have also been investigated by 
Tucker, et al. [2], at the Linde Division of the Union Carbide Corpo
ration. In their duplex thermal barrier coatings, both pre-alloyed and 
Met-sealed1 MCrAlY (M = Ni, Ni/Co) bond coats were used which 
were applied by plasma spraying using a proprietary inert gas shroud 
surrounding the plasma spraying effluent. This inert gas shroud ef
fectively eliminates any oxidation of the alloy as it is sprayed. The 
oxides used in their work were yttria-stabilized zirconia and mag-
nesia-zirconia. The coatings were tested in isothermal and cyclic ox
idation tests in air. From these tests, they concluded that in these 
duplex coatings, the bond coat must be effectively sealed to prevent 
any significant oxidation of the substrate or internal oxidation of the 
bond coat itself; the surface of the bond coat be rough enough to 
provide an adherent surface for the oxide overcoat; and the oxide 
density be controlled (to 88 percent of theoretical density) for opti
mum thermal shock resistance. 

In order to be used commercially, these thermal barrier coatings 

1 Met-sealed is a proprietary Union Carbide process. 

Contributed by the Gas Turbine Division and presented orally at the Gas 
Turbine Conference and Exhibit and Solar Energy Conference, San Diego, 
California, March 12-15, 1979. Manuscript received at ASME Headquarters 
June 4,1979. 

Combustion Gases 

Fig. 1 Schematic representation of the thermal barrier coating system 
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will have to successfully withstand, among other things, the corrosive 
environments of industrial gas turbines. In this paper, the effect of 
several fuel contaminants on the behavior of duplex thermal barrier 
coating systems, consisting of a MCrAlY (M = Ni or Ni/Co) bond coat 
and Y2C>3-stabilized ZrC>2 overcoat, under simulated industrial gas 
turbine conditions is discussed and analyzed. 

Experimental 
The Experimental Equipment. The behavior of duplex thermal 

barrier coating systems has been studied in a pressurized turbine test 
passage which simulates the operational environment of a stationary 
gas turbine. Fig. 2 shows a schematic diagram of this test facility. In 
this facility, air compressed to about 7 atm is preheated in an indi
rectly fired air heater to ~315°C and fed into a Hastelloy-X com-
bustor. Fuel is injected into the primary combustion zone through a 
bayonet-mounted fuel nozzle in the dome-shaped front portion of the 
combustor and burned with the compressed air. Combustion gases 
are then mixed with secondary cooling air, the amount of which is 
adjusted to attain the desired gas temperature. At the combustor exit, 
an array of 16 thermocouples measures the temperature of the com
bustion gases. 

Downstream of the thermocouple array, a transition section reduces 
the flow area and increases the gas velocity to ~150 m-s - 1 . At this 
location, the coated specimens are exposed to the high velocity hot 
combustion gases. A test section holds a set of two air-cooled cylin
drical sleeves 2.5 cm dia and 5 cm long. These cylindrical sleeves have 
12 holes drilled lengthwise to various depths to accommodate ther
mocouples which measure the metal surface temperature. Cooling 
air is passed through the inside of the sleeves to achieve the desired 
metal temperature. At the other end of the test section, a water-cooled 
barrier plate acts as a damper valve and maintains a pressure of 4 atm 
in the passage. The exhaust gases are cooled by a water spray and 
vented into the atmosphere through an extensive muffler system. 

The basic fuel used for the experiments described in this paper was 
No. GT-2 fuel oil.2 A typical chemical analysis of this fuel is shown 
in Table 1. The levels of sulfur, sodium and vanadium in the fuel were 
increased to desired levels by mixing in appropriate amounts of fol
lowing compounds in the fuel oil: 

Sulfur: Ditertiary butyl disulfide 
Sodium: Sodium napthenate 
Vanadium: Vanadium carboxylate 

In a typical test run, the temperature of the combustion gases was 
gradually increased in ~ 1 h to the desired gas temperature. During 
this heat-up, the specimens were kept away from the combustion gases 
and experienced temperature of 250-310°C. After the combustion 
gases reached the desired temperature, the specimens were lowered 
in the gas stream (within ~ 1 min) and exposed isothermally to the 
combustion gases. After 8 to 10 hr, the specimens were retracted away 
from the gas stream (within ~ 1 min) and then the fuel cut-off grad
ually to complete shut down in ~ 5 min. The specimens cooled down 
to the room temperature in ~30 min. In this fashion, the testing was 
continued from day to day to accumulate the desired exposure time 
on the specimens. Thus, even though no thermal cycling of the spec
imens was intended, the specimens did experience one heat-up and 
cool-down for every 8-10 hr of exposure time. 

Following exposure to combustion gases in the pressurized turbine 
test passage, the specimens were weighed, measured and examined 
visually and optically. The specimens were then analyzed in detail 
by metallography, x-ray diffraction and electron microprobe analyses. 
However, even though all the specimens were weighed and measured 
before and after exposure to combustion gases, these measurements 
were not found to be of much value because of uneven attack (spalling, 
chipping, etc.) and formation of deposits on the surface of the speci
mens from the combustion gases. The data on weight and dimensional 
changes, therefore, are not reported here. The most valuable infor
mation was obtained by metallographic, x-ray diffraction and electron 
microprobe analyses. 

2 Exxon Corporation, No. 260. 

Thermocouple Array 

Table 1 Typical chemical analysis of No. GT-2 fuel 
oil (Exxon 260) 

Concentration 
Element (ppm) 

Fe 2.0 
Cu 0.8 
Si 0.8 
Mn 0.6 
Pb 0.5 
Al 0.3 
Mg 0.3 
Na and K 0.3 
P 0.3 
Ca 0.2 
Cr 0.2 
V 0.07 
S 0.242 (wt percent) 

The Coating Systems. The duplex coatings consisting of a 
MCrAlY (M = Ni or Ni/Co) bond coat and the Y203-stabilized Zr0 2 

overcoat on Udimet-500 specimens were obtained from two sources: 
(1) NASA-Lewis Research Center (2) Union Carbide Corporation— 
Linde Division. 

Both the bond coat and the oxide overcoat in each of the coating 
systems were deposited by plasma spraying. The Linde coating was 
deposited using an inert gas shroud surrounding the plasma spray 
effluent in order to eliminate any oxidation of the bond coat alloy 
powder as it was sprayed. No such protective shield was used by 
NASA in depositing the coatings. 

The NiCrAlY/Zr02{Y203) Coating from NASA. The bond coat 
in the NASA coating had a nominal composition of 16 wt percent Cr, 
5 wt percent Al, 0.6 wt percent Y and the balance Ni, while the over
coat was Zr02-stabilized with nominally 12 wt percent Y2O3. Detailed 
chemical analysis of the oxide overcoat is shown in Table 2. Metal
lographic cross-section of a typical NASA coating is shown in Fig. 3. 
The bond coat in these coatings was found to vary from ~12 to 100 
/tm in thickness around the circumference of the specimen, and at a 
few points, there was practically no bond coat present. The 
Zr02(Y203> oxide overcoat was relatively uniform in thickness, ~355 
/xm. The surface roughness of this oxide overcoat averaged ~10 fim, 
rms. 

The oxide overcoat was found by x-ray diffraction analysis to 
contain only the cubic Zr02(Y20s) phase with lattice parameter a 
equal to 5.1367 A. The electron microprobe scans revealed the pres
ence of large inclusions of alumina in the NiCrAIY bond coat; these 
inclusions appear as dark regions in the metallographic cross-section 
shown in Fig. 3. The electron microprobe scans also revealed the 
presence of a minor second phase in the Zr02(Y203) overcoat. This 
phase consisted mainly of yttrium and silicon, possibly yttrium sili-
cide. 

The NiCoCrAlY/Zr02(Y203) Coating from Linde Division. The 
bond coat in the Linde coating consisted of a cobalt-base alloy with 
32 wt percent Ni, 21 wt percent Cr, 7.5 wt percent Al and 0.5 wt per
cent Y, while the overcoat was again Zr02 stabilized with nominally 
12 wt percent Y2O3. Detailed chemical analysis of the oxide overcoat 
is shown in Table 2. The metallographic cross-section of a typical 
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Fig. 3 Metallographlc cross sections of the duplex thermal barrier coatings:
(a) 'rom the NASA.Lewls Research Center (b) from the LInde Dlvlslon-Unton
Carbide Corporation

1 Yb about 10 times greater in the NASA coating than in the Linde coating.

Table 2 Chemical analysis of the oxide overcoat in
NASA and Linde thermal barrier coating

Table 3 Summary of parametric tests with cooled
specimens

NASA Linde

87.30 (±0.5)
11.45 (±0.5)
0.02
0.2
0.1
0.008
0.03
0.03
0.01
0.02
not detectable
detectable

Concentration, wt percent

85.78 (± 0.5)
13.30 (±0.5)
0.2
0.02
0.1
0.03
0.02
0.06
0.01
0.01
>1.0
detectable!

ZrOz
Y20 3
Si
Al
Fe
Mg
Ni
Ti
V
Cr
Hf
Yb

Element

Linde coating is also shown in Fig. 3. Both the bond coat and the oxide
overcoat in the Linde coatings were found to be fairly uniform in
thickness; the bond coat being ~165 }lm and the oxide overcoat ~305
}lm in thickness.

X-ray diffraction analysis revealed the oxide overcoat to be pre
dominantly a tetragonal Zr02(Y203) phase with the following lattice
parameters:

a = 5.1232 A

c = 5.1528 A

The oxide overcoat possibly also contained the cubic Zr02(Y203)
phase; its determination was made difficult and rather uncertain
because the lattice parameters of the tetragonal and cubic phases
differ only very slightly. Also, in contrast to the NASA coating, the
electron microprobe scans indicated the absence of any alumina in
clusions in the bond coat or any yttrium silicide in the oxide over
coat.

Results
In order to separate the effects of various fuel contaminants on the

oxide coating behavior, a series of six parametric tests were conducted
in the pressurized turbine test passage using GT-2 fuel oil as the basic
fuel to which different contaminants were added. These tests were
conducted at 1100°C gas temperature, keeping the maximum metal
surface temperature at ~800°C.This meant an average metal surface
temperature of ~675°C.

The different fuel conditions under which this series of tests were
conducted, the test duration, and the condition of the coating after
test are summarized in Table 3. One NASA-coated and one Linde
coated specimen was exposed in each of these tests. Coatings from
both the NASA-Lewis Research Center and the Linde Division per
formed similarly under the environments employed in this investi
gation. The physical appearance of the exposed specimens from each
test is illustrated in Fig. 4. A typical metallographic cross-section from
the exposed specimens from each test is shown in Fig. 5. The detailed
observations from each test are described below.

Test No.1 (Clean Fuel with No Dopants). In this test, the
coating remained intact and free of any macrocracking or spalling in
98 hr of exposure to combustion gases. This is apparent in the pho
tograph of the surface of the exposed specimen shown in Fig. 4. The
surface did pick up small amounts of deposits from the combustion
gases. The electron microprobe scans from the exposed coated spec
imens showed appreciable amounts of Fe, Ni, Co and Cr on the surface
of the Zr02(Y203) oxide coating. These elements are from the surface
deposits of a-Fe203 and spinel, which come from the metallic struc
tural parts of the pressurized turbine test passage. A trace amount
of phosphorous at the oxide surface was also evident in these scans.
Phosphorous is present in the basic clean fuel as shown in Table 1.
X-ray diffraction analysis identified predominantly ZrOZ(Y20 3)
(tetragonal/cubic) in the surface oxide; however, minor amounts of
spinel and a,Fez03' and trace amounts of ZrOz (monoclinic), YP04
and NaZr2(P04la were also detected.

Total Coating
Test Condition

Test No. Fuel Dopant! Time after Test

1 None 98 hr Intact
2 1 ppm Na 131 hr Intact
3 10 ppm V 42 hr Chipped and

spalled
4 10 ppm V 52 hr Chipped and

KI-16 Mg additivez spalled
5 1 ppm Na, 10 ppm V, 59 hr Chipped and

0.5 wt percent S spalled
Cr-Mg-Si additive3

6 10 ppm V 41 hr Chipped and
Cr-Mg-Si additive3 spalled

1 Basic Fuel: GT-2 fuel oil (Exxon 260).
z Manufactured by Tretolite Division, Petrolite Corporation, St. Louis,

MO.
3 Westinghouse proprietary additive.

Test No.2 (with 1 ppm Na in the Fuel). In this test also, the
coating remained intact >Ind free of any macrocracking or spalling even
after 131 hr of exposure to combustion gases. This is clear from the
photograph ofthe surface of the exposed specimen shown in Fig. 4.
However, the micrographs of the exposed specimens indicated con
siderable longitudinal cracking in the oxide overcoat, both for the
NASA and the Linde-coated specimens. Long-term exposure is re
quired to assess the effect of this cracking on coating integrity.

The electron microprobe scans from the exposed specimens again
showed considerable amounts of Fe, Ni, Co and Cr-containing de
posits on the oxide surface. X-ray diffraction analysis identified
Zr02(Y203) (tetragonal/cubic) as the major phase in the oxide surface
with minor amounts of spinel, a-Fe203 and Zr02 (monoclinicl, and
traces of YP04.

Test No.3 (with 10 ppm V in the Fuel). In this test, the oxide
coating chipped and spalled after only 42 hr exposure to combustion
gases. The most chipping and spalling occurred on the front sides of
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Unexposed Test 3. Test 4 Test 5 Test 6
Fig. 4 Surface appearance of thermal barrier coated specimens after ex
posure In different tests

...No

Fig. 6 Electron microprobe scans trom the NASA-coaled specimen alter
42 hr of exposure with 10 ppm V·ln·the fuel. Scans were· taken from lypical
reaction zOne at the fronl specimen face

after as early as 26 hr of exposure to combustion gases. The most at
tack occurred on the front of the specimens facing the gas flow. The
micrographs of the exposed specimens indicated considerable
cracking, chipping and spalling of the oxide coating.

The electron microprobe scans from the exposed coated specimens
indicated large concentrations of Mg, V and P on the surface of the
oxide coating. Also apparent from these scans were Fe, Co and Cr-rich
surface deposits. X-ray diffraction analysis detected Zr02(Y203)
(tetragonal/cubic), Mg3(P04h. Mg3(V04h. MgO, MgS04, MgS04·
6H20 and spinel in the surface coating. Thus, magnesium in the ad
ditive reacts with V and P in the fuel to form massive Mg3(V04l2 and
Mg3(P04)2 deposits. However, the coating still cracks and spalls.

Test No.5 (with 1 ppm Na, 10 ppm V, 0.5 wt percent S and a
Cr-Mg-Si Additive). In this test, an additive4 containing Cr, Mg

... .r> • ...

6

4

~ ~ "',: -..... ,-.. "".....~.
.'. ',".. '

'.

3

the specimens which faced the gas flow. This is evident from the
photograph of the exposed specimen, Fig. 4. The micrographs from
the exposed specimen indicated that the oxide coating cracks and
spalls off from within its own thickness rather than at the MCrAlY/
oxide interface.

The electron microprobe scans from the exposed NASA-coated
specimen are shown in Fig. 6. These scans reveal that significant
amounts of vanadium and phosphorous penetrate inside the oxide
coating during exposure to the combustion gases. Aso evident in the
microprobe scans are surface deposits rich in Fe, Co, Ni and Cr which
were found in all the experiments. X-ray diffraction analysis identified
Zr02(Y203) (tetragonal/cubic) as the predominant phase in the oxide
coating with minor amounts of Zr02 (monoclinic), spinel, Cl-Fe203,
YP04and NaZr2(P04h

Test No.4 (with 10 ppm V and Mg-Additive). In this test, a
magnesium-based additive,3 ~hich is frequently used to prevent va
nadium attack on metals, was added to the fuel in a quantity necessary
to give Mg/V ratio equal to 3. However, this additive did not prove
very successful, and the oxide coating again chipped and spalled off

Fig. 5 Typical melallographlc cross secllons from the coated specimens
aller exposure In different tests (test number Indicated)

3 KI-16, Tretolite Division, Petrolite Corporation, St. Louis, MO. 4 Westinghouse Electric Corporation, Proprietary composition.
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and Si, was added to the fuel with the objective of preventing corrosion 
by Na and V. However, even in the presence of this additive, the 
coating showed cracking and chipping in 59 hr of exposure to com
bustion gases. This is clear from the photograph of the exposed 
specimen shown in Fig. 4. The cracking and chipping of the oxide 
coating is also evident in the micrograph of the exposed specimen 
shown in Fig. 5. 

X-ray diffraction analysis identified mainly Zr02(Y20a) (tetrago
nal/cubic), SiC>2 (quartz), Si02 (cristobalite), Mg3(P04)2, a-Fe203 and 
spinel in the surface coating. However, trace amounts of ZrC>2 
(monoclinic) and NaZr2(PO.t)3 were also detected. Silica is apparently 
formed by oxidation of Si in the additive. Surprisingly, no magnesium 
vanadate or any other vanadium compound was detected in the sur
face after exposure to the combustion gases even though the additive 
was used in quantity sufficient to give a Mg/V ratio equal to 3, same 
as in Test No. 4. Apparently, either all the magnesium in the additive 
combined with phosphorous in the combustion gases to form 
Mg3(P04)2; or alternatively, if present, was not detected by X-ray 
diffraction analysis because the strongest diffraction line for 
Mg3(VC>4)2 coincides with the strongest diffraction line for 
Zr02(Y203) . 

Test No. 6 (with 10 ppm V and a Cr-Mg-Si Additive). In this 
test also, the oxide coating showed signs of chipping and spalling after 
as early as 41 hr of exposure to combustion gases. X-ray diffraction 
analysis identified predominantly Zr02(Y203) (tetragonal/cubic), 
S i0 2 (quartz), S i0 2 (cristobalite), Mg3(P04)2 and a-Fe203 in the 
surface deposits. Silica is formed by the oxidation of Si in the additive, 
and Mg3(P04)2 is formed by the reaction of Mg in the additive with 
P in the combustion gases. Again, no vanadium compound was de
tected in the surface coating after exposure to combustion gases. 

Discussion 
It is evident from the results presented in the previous section that 

the clean fuel or that containing 1 ppm Na is not detrimental to the 
Zr02-12 wt percent Y2O3 coating, at least for the short exposure times 
of 100-150 hr employed in this investigation. However phosphorous 
and vanadium in the fuel cause severe cracking and progressive 
spalling of the oxide coating. Furthermore, as mentioned earlier, 
coatings from both the NASA-Lewis Research Center and the Linde 
Division perform similarly under the environments employed in this 
investigation. 

Phosphorous is present in the clean fuel at a level of 0.3 ppm as 
shown in Table 1. It is also possible that additional phosphorous gets 
introduced in the combustion gases either through air or through 
organic additives used to increase the contaminants (particularly 
sulfur) level in the fuel. The phosphorous oxidizes to P2O5 in the 
combustion chamber and enters the turbine in the gaseous form.5 This 
P2O5 (g) apparently reacts with Y2O3 in the coating to form YPO4, 
and in conjunction with sodium-containing compounds in the com
bustion gases forms NaZr2(P04)3 according to the following reac
tions: 

Zr02 • Y2O3 + P2O5 (g) 
(tetragonal/cubic) 

• 2YPO4 + Zr0 2 

(monoclinic) 

8Zr02 + 4Na + 0 2 + 6P 2 0 5 (g) — 4NaZr2(P04)3 

8Zr02 • Y 2 0 3 + 4Na + 0 2 + 14P205 (g) 

— 4NaZr2(P04)3 + I6YPO4 

The thermodynamic properties of the reaction products, YPO4 and 
NaZr2(P04)3, are not available in the literature to determine either 
the feasibility or the extent of the above reactions, and to estimate 
the minimum amounts of Na and P in the combustion gases required 
for the above reactions to proceed. Nonetheless, even though phos
phorous is present in the fuel at a low level, it was evident from the 
x-ray diffraction and the electron microprobe analysis results that 
it greatly gets concentrated on the surface of the exposed specimens 
and forms compounds like YPO4 and NaZr2(P04)3. Reaction between 

Y2O3 in the coating and P2C>5 (g) to form YPO4 decreases the Y2C>3 
concentration in the originally cubic/tetragonal Zr02(Y2C>3) solid 
solution and thereby results in the formation of monoclinic Zr0 2 in 
the oxide coating. This was evident in the x-ray diffraction analyses 
of the exposed specimens which showed varying amounts of the 
monoclinic phase. 

The Zr02-Y20-3 system has been the subject of many investigations 
[3-6], but there is no general agreement between the proposed phase 
diagram. The lower Y2C>3 limit for the cubic Zr02(Y203) phase field, 
which is of particular interest in the present study, has been variously 
determined to be 10 mol percent YO1.5 by Hund [7], 13 by Duwez, et 
al. [3], and Srivastava, et al. [5], 15 by Dixon, et al. [8], 16.5 by 
Schusterius and Padurow (9) and Strickler and Carlson [10] and <14.0 
by Forestier, et al [11]. Scott [5] determined this lower limit of cubic 
solid solution more precisely and showed that it varies significantly 
with temperature between 1400 and 2000°C. He concluded from this 
temperature variation that cubic solid solutions in the lower Y2O3 
range can be prepared at temperatures from above 2200 to 1700°C, 
which if cooled rapidly will be tetragonal at room temperature. The 
phase diagram of the Zr02-rich region proposed by Scott is reproduced 
in Fig. 7. It is clear from this diagram that the Y2O3 concentrations 
in the NASA- and the Linde-thermal barrier coatings6 actually fall 
in the two-phase (monoclinic + cubic) field. The fact that the coatings 
consisted of tetragonal/cubic phases even at these lower Y2O3 con
centrations indicates that the coatings were cooled rapidly from the 
high-temperature phase. Under these circumstances, appearance of 
the monoclinic phase in the coatings after extended isothermal ex
posure to combustion gases is not entirely unexpected. This may ex
plain why the monoclinic phase appeared, although only in trace 
quantities, even in specimens exposed to clean fuel combustion gases. 
Furthermore, any reduction in Y2Os concentration in the coating by 
chemical reactions can easily cause formation of the monoclinic phase. 
This explains the presence of greater amounts of monoclinic Zr0 2 

phase in the coating after exposure to the combustion gases with in
creased contaminants. Monoclinic Zr0 2 phase undergoes phase 
transformation on heating and cooling with an associated disruptive 
volume change (~4 volume percent) leading to cracking and spalling. 
Formation of other secondary phases such as NaZr2(P04)3 also causes 
volumetric changes that lead to cracking and spalling. 

Vanadium in the fuel also gets oxidized to V2O5 and enters the 
turbine in the gaseous form. The Zr02-V205 and Y2O3-V2O5 phase 

6 Linde Coating: 11.45 wt percent Y203 s 13.2 mole percent YO1.5. NASA 
Coating: 13.30 wt percent Y203 = 15.44 mole percent YO1.5. 
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8 P205 sublimes at ~300°C. 
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Fig. 7 Phase diagram for the zirconia-rich region of the Z r 0 2 - Y 2 0 3 system, 
after Scott [S] 
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diagrams [12] indicate that this V2O5 could react with ZrC-2 in the 
coating to form ZX\Q,OT, and/or with Y2O3 to form YeVOio, Y8V2O17 
or YVO4. Contrary to expectations, no such vanadium compounds 
were detected in the oxide coating after exposure to combustion gases 
even with fuel containing as much as 10 ppm V, even though the 
electron microprobe analysis indicated that vanadium appreciably 
penetrated the oxide coating. Vanadium and phosphorous usually 
form isomorphic (structurally similar) compounds, e.g., YVO4 and 
YPO4; and it is possible that these two compounds formed a solid 
solution in the exposed oxide coating explaining the absence of YVO4 
lines in the x-ray diffraction patterns. Detailed x-ray diffraction work 
through use of premixed YVO4-YPO4 standards is required to con
clusively identify such solid solutions in the coating after exposure 
to the combustion bases. Also V2O5 is known [13,14] to form glasses 
with P2O5 and many other oxides such as Fe203, NiO, Si02, Na20, 
MgO, etc., which were all present on the surface of the Zr02(Y203) 
coating after exposure to combustion gases. Thus, V2O5 could have 
easily formed such glasses in the pores of the oxide coating, making 
their detection by x-ray diffraction impossible. Furthermore, solidi
fication of such glasses from the liquid state in the pores would result 
in volume shrinkage and the resultant strains could be responsible 
for crack initiation in the coating. In any case, it is apparent that va
nadium in the fuel causes severe degradation of the oxide coating 
through cracking and progressive spalling. 

The magnesium-based additives, commonly employed to inhibit 
the vanadium-corrosion of superalloys and MCrAlY coatings, were 
found to be ineffective in preventing degradation of the Zr02(Y20a) 
coating. It appears that elements like P and V are more reactive 
toward Y2O3 in the coating than with magnesium in the additives. 
Thus, other additives more reactive toward P and V than Y2O3 will 
have to be found if the ZrC-2-12 wt percent Y2O3 is to be used suc
cessfully as a thermal barrier coating in contaminated fuels. 

It has also been found (15) that the plasma sprayed Zr02(Y203) 
undergoes considerable densification (sintering) during heating to 
1200°C. Such sintering of the oxide coating could also lead to spalling 
due to reduced thermal shock resistance. This indicates the need for 
careful preheat treatment of the oxide coating prior to use in order 
to minimize stresses arising from the volumetric changes due to sin
tering. 

It should also be noted that there is a large difference between the 
thermal expansion coefficients of the Zr02(Y20s) oxide overcoat and 
the MCrAlY bond coat. The stresses resulting from this thermal ex
pansion mismatch could spall off the oxide coating from the MCrAlY 
bond coat. In the present investigation there appeared to be no sep
aration of the oxide at the Zr02(Y203)/MCrAlY interface; all the 
cracking and spalling occurred within the thickness of the oxide 
coating. Thus, under the thermal conditions employed in the present 
study, chemical reactions rather than thermal expansion mismatch 
seem to have caused the coating degradation. However, under severe 
thermal cycling conditions, the stresses caused by the thermal ex
pansion mismatch must be carefully considered in evaluating the 
expected performance of duplex thermal barrier coatings under 
conditions encountered in stationary combustion turbines at different 
stages of operation. 

Conclusions 
1 The ZrC-2-12 wt percent Y2O3 coating performs satisfactorily 

in clean fuel and that containing 1 ppm Na, at least for 100-150 h. 
2 Vanadium and/or phosphorous in the fuel are detrimental to 

the stability of the Zr02-12 wt percent Y2O3 thermal barrier compo
sition. 

3 The principal cause of failures of the Zr0 2 42 wt percent Y2O3 
coating in the presence of vanadium is localized destabilization of the 
original tetragonal/cubic Zr02(Y2C>3) solid solution. The formation 
of other reaction products and localized sintering (densification) are 
also likely contributing factors. 

4. Magnesium-based fuel additives are ineffective in inhibiting 
the corrosion of the oxide coating by phosphorous and for vana
dium. 

5 The duplex thermal barrier coating concept seems feasible for 
utility turbines in that the bond coat alloy protects the base alloy when 
alloy temperatures are limited to <900°C. Improved oxide coatings 
will need to be developed specifically for utility turbines burning dirty 
fuels. 
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Thermal Performance of Spray-
Canal Cooling Systems 
Spray canals are alternatives to cooling ponds and towers for steam-electric power plants. 
The literature of thermal modeling is reviewed. A rational analysis supported by field ex
periments at two large central power stations has led to correlation of local spray cooling 
performance in terms of two dimensionless groups, one of which is dependent mainly on 
the type of spray module, and the other is d heating-humidification interference-allow
ance parameter which depends on wind speed and direction and the type and placement 
of modules. The analysis is incorporated into a systems performance model for arbitrary 
canal layout. Examples presented are the circular, race-track and straight double-back 
canals. Implications for design are discussed. 

Introduction 
Atmospheric spray cooling systems are attractive because the 

direct-contact heat exchange of droplets requires less land area than 
cooling ponds, and they may be more environmentally acceptable and 
less costly than evaporative cooling towers [1]. Floating spray modules 
are employed in the presently discussed spray-canal configuration 
for steam-condenser applications [2]. 

In a typical spray-canal system, several hundred 50-Kw spray 
modules might be moored in four rows across a 60 m wide canal, sev
eral kilometers long, in order to provide closed-cycle cooling for 
generating capacity in the 1000-Mw(e) range (Fig, 1). In each pass 
of four modules proceeding along the canal, only several per cent of 
the total flow is sprayed and mixed with the remaining canal flow 
which results in its very gradual approach towards the ambient wet-
bulb temperature. The modules usually are designed to spray about 
40,000 liters/min, but various manufacturers distribute the spray quite 
differently. In one widely used module [2], there are four 12 m diam 
sprays, 5.5 m high, generated by using small cone-impact nozzles 
which results in a relatively fine spray. Another manufacturer [2] 
uses large single slot nozzles, resulting in a 16 m dia spray of 5 m 
height. Mean diameters of water globules are in the centimeter range 
which permits a relatively high flow rate to be achieved with low drift 
loss. The spray-canal geometry has evolved from the spray-pond 
design [3] for apparently two reasons. First, the use of individual 
floating spray modules in an open channel saves the expense of ex
tensive manifolding. Second, a large pond may be subject to intense 
local heating and humidification in its interior which reduces its ef
fectiveness. 

The objective of the present work was to produce a practical tech
nique for the analysis and design of spray-canal systems in terms of 
the theoretical or experimental performance of a single module by 
accounting for module placement, canal layout and meteorological 
conditions through simplified but rational fluid-dynamic and heat-
transfer modeling. 

Li te ra ture Survey. The cooling range of a spray or spray module 
may be predicted by integrating the governing heat, mass and mo

mentum differential equations for an average droplet along the spray 
trajectory, usually by numerical analysis. Earlier work of Elgawhary 
and Rowe [4] utilized droplet correlations such as those of Ranz and 
Marshall [5]. Unfortunately, these correlations are limited in appli
cability in terms of steady velocity and relatively low Reynolds 
number. More recent work left the thermal parameters combined into 
a dimensionless group Number of Transfer Units (NTU) to be de
termined directly from observed performance. Kelley [6] and Porter 
and Chen [2] present numerical analyses using this approach to an
alyze both the local spray-module cooling and the subsequent overall 
canal performance by treating the mixing of spray and canal flows pass 
by pass. The local heating-humidification effect was incorporated by 
Porter and Chen [2] through a dimensionless interference-allowance 
parameter which was determined experimentally. Arndt and Barry 
[7] computed the interference effect theoretically by treating each 
spray as a point source of heat and humidity using results from air-
pollution dispersion studies. Frediani and Smith [8] computed both 
the droplet parameters using the Ranz-Marshall correlations [5] and 
the interference effect by using an energy and moisture balance on 
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the air-vapor flow, assuming an unperturbed wind. Berger and Taylor 
[9] based the transport rates on the air-vapor outlet flow conditions 
which produces a conservative analysis for the nuclear ultimate-
heat-sink spray-pond application. 

While the above computer-oriented numerical analyses are useful 
for studying complex systems, they sometimes tend to obscure the 
underlying physics and make correlation of data and preliminary 
design both difficult and tedious. For this reason, a simplified ana
lytical model was introduced [10] which considers the spray system 
as a continuum. The analytical and numerical predictions are virtually 
identical when applied to a large system using the same parameters. 
Soo [11] has used a similar analytical approach to suggest optimal drop 
size by defining the NTU parameter through a droplet heat transfer 
correlation. Chen and Trezek [12,13] use the same basic approach for 
a spray pond but denote their principal dimensionless group as SER 
(Spray Energy Release). They consider the interference effect by 
analyzing the heating and humidification of air and vapor as it pro
ceeds downwind through the spray field [14]. Porter, Yang and Yanik 
[15] have analyzed rigorously the assumptions in the simplified NTU 
analysis [10] by including various neglected effects such as solar and 
atmospheric radiation, non-unit psychrometric ratio, evaporative 
mass losses, etc., and conclude that the simpler case is adequate for 
practical applications. The basic NTU thermal model has now been 
used to design or analyze several existing spray canals at large central 
stations. 

By measuring both local cooling ranges and local wet-bulb tem
peratures in field experiments at Commonwealth Edison Company's 
Dresden and Quad-Cities Nuclear Stations (Illinois), both the drop-
wise parameter (NTU) and the interference-allowance parameter 
were implied by using the simplified theory of Porter of reference [10], 
[16]. It was concluded that the dropwise parameter NTU is dominated 
by the high-speed drop trajectory and is essentially independent of 
prevailing wind conditions and module placement and depends only 
on the type of module. On the other hand, the local interference pa
rameter was found both spatially variable, depending on module type 
and placement, and sensitive to prevailing conditions including wind 
speed and direction. Wilber [17] has also used the simplified analysis 
of Porter [10] to correlate performance data of Richards modules at 
Pacific Gas and Electric Company's Pittsburg (California) plant. The 
air-vapor dynamics were recently analyzed in detail by Chaturvedi 
and Porter [18] including coupled heat and mass transfer between the 
spray and the air-vapor mixture. It was found from a numerical 
analysis that the aerodynamic blockage of sprays, which tends to at
tenuate the wind and increase heating and humidification, nearly 
balances atmospheric turbulent diffusion, which relieves the effect. 
The net result, employed in the present paper, is a relatively simple 
expression for the interference-allowance parameter, based on un
perturbed wind gaining heat and humidity and depending on the 
distance windward into the spray field, NTU, and other observable 
spray and meteorological parameters. 

It is now possible to apply the thermal model to arbitrary spray-
canal systems with the principal requirement that the spray-module 
NTU is known. It should be emphasized that this approach is "em
pirical" only in the sense that NTU is usually determined from ex
periments. In any case, the computed results will only be as good as 
the input data. Uncertainties due to the scatter in the NTU data 
(typically ±15 percent), the tolerance of various power-plant pa
rameters such as lift-pump flow rates (typically ±10 percent), and the 
wide variation of prevailing meteorological conditions that can be 
encountered all suggest that a conservative deisgn is prudent. Further, 
site-specific effects such as abnormally high bank heights, irregular 
terrain, etc. may degrade performance [19]. 

Present Work. In the next section, Thermal Model, we first 
summarize the simplified heat-exchanger model [10] for both a spray 
module and a spray canal which is at the foundation of the present 
approach. This section also includes summaries of the technique for 
prediction of the interference-allowance parameter as well as the 
experimental data base of the current authors. In the section on 
System Performance, we analyze first an arbitrary canal configuration 
and then elements including straight, 45 and 90 deg turns from which 
many practical layouts may be segmented in series. Complete systems 
are also analyzed including circular, race-track and straight double-
back canals. The full range of 0-360 deg of wind direction is considered 
in each case. Environmental effects are reported in another article 
[20]. 

T h e r m a l Mode l 
Module Performance. The equations of mass and energy transfer 

from a spray of flow rate ms, elemental interfacial area dAs, specific 
enthalpy is, temperature T", mass-transfer coefficient K based on 
humidity potential co, and sensible heat-transfer coefficient H are 
[15] 

-dms = K(ois(T') - ooa)dAs (1) 

- d(msis) = [H(T'- Ta) + Kig(ws(T') - wa)]dA, (2) 

where S denotes saturated air and vapor, g represents saturated vapor 
and "a" denotes local air-vapor conditions. In the "simplified" 
analysis the following additional assumptions are employed [15]: (1) 
ideal-caloric liquid water, (2) constant latent heat, and (3) unit psy
chrometric ratio (H/(csK), where cs is specific heat of air and vapor 
per unit mass of dry air). Thus, equations (1) and (2) combine to [1, 
2, 6,10-17] 

-cwrhBdT' = K(h(T') - ha)dAs (3) 

where cw is liquid water specific heat and h is total heat. Quantity h 
= i — wif = h(Tws) where i is specific enthalpy of air and vapor per 
unit mass of dry air, and / denotes saturated liquid water and WB 
wet-bulb. 

Equation (3) may be conveniently integrated in closed form from 

- N o m e n c l a t u r e -

As = spray-air interfacial area 
b = dh/dTWB 
cw = specific heat of liquid water 
/ = dimensionless interference allowance = 

(TwBa - TWB.)/(.T - TWBJ 

i = specific enthalpy (per mass of dry air for 
air and vapor) 

H = sensible heat-transfer coefficient 
h = total heat = ia — u>aif(TwBa) 
k = attenuation factor 
K = mass-transfer coefficient 
£ ~ length of canal 
m ~ number of modules across canal 
rhs = spray mass flow rate 
n ~ number of modules along canal 
N = number of modules 

NTU = number of transfer units = K/msAs 

r = ratio of module and canal flow rates 
s = distance along canal 
T = temperature (canal if unsubscripted) 
Vs = wind speed averaged over zs 

x = normal distance across canal 
zs = spray height 
w = normal width of canal spray region 
r\ = system effectiveness = (TH - TC)/(TH 

- TWBJ) 

pa = dry air density 
a = kcw 
9 = angle of wind vector to canal flow 

vector 
a) = specific humidity 

Subscripts 

a = air 
c = cross flow of wind 
C = cold water 
/ = saturated-liquid water, film temperature 

for b evaluation 
g = saturated-vapor water 
s = spray 
S = saturated 
WB = wet-bulb 
°° = ambient atmosphere 
w = downwind (x = w) 
Superscr ip ts 
" = per unit area 
— = average across canal 
* = average for system 

Journal of Engineering for Power OCTOBER 1980, VOL. 102 / 777 

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



an initial temperature T to a final spray temperature Ts by assuming 
dh/dTwB = bf evaluated at a mean wet-bulb temperature Tf (Table 
1). Thus 

(Ts - TWBa)/(T - TWBa) = exp (-NTU 6,/c J (4) 

where NTU = KWSAS is Number of Transfer Units (NTU) and TWBa 

is the average local wet-bulb temperature. Quantity NTU may be 
calculated in principle by integrating a correlation for the mass-
transfer coefficient of droplets over the spray trajectory, or, as in the 
present work, NTU may be implied from field experiments wherein 
temperatures are measured. For application to individual modules, 
we suggest Tf = (T + TWB„)/1 be used for property evaluation. 

Interface Allowance. Thermodynamic considerations suggest 
TwB. is bounded between the ambient wet-bulb temperature Twb„ 
(limit for liquid-to-gas ratio L/G = 0) and the local canal temperature 
(limit for L/G = °°).Thus 

f=(TWBa-TWBJKT-TWB„) (5) 

represents a dimensionless interference allowance which is bounded 
between 0 and 1. Quantity f has been shown to be governed in general 
by a convective-diffusion equation [18]. However as noted before, 
numerical results [18] suggested it is reasonable to assume an un
perturbed wind velocity through the frontal area of the sprays. Av
eraging over the spray height and spaces between sprays, the result 
of an energy balance on the air and vapor is 

f(x) = 1 - exp (~kx) (6) 

where x is the normal distance into the spray field, and the attenua
tion factor is 

k(d) = kc/\smd\ (7) 

where 6 is the local wind angle measured from the canal flow vector 
to the wind vector. Quantity kc is the value for normal cross flow of 
the wind (6 = ±90 deg) 

kc = [1 - exp (-NTU bflcw)]ms"cJ{bfPaVszs) (8) 

where rhs" is spray mass flow rate per unit collecting surface area 
averaged over the spray region, pa is approach-flow dry air density, 
and Vs is wind speed averaged over the spray height zs. One may 
approximate Vs as the wind speed at the arithmetic-average spray 
height. The above equations produce an interference allowance ef
fectively averaged over the spray height, and over any spaces between 
sprays. The relationships are valid so long as there is an appreciable 
component of wind cross flow to the canal (6 ^ 0). The case of wind 

Table 1 Derivative of total heat bf/cw 

0 

0.395 
0.415 
0.430 
0.485 
0.510 

10 

0.545 
0.584 
0.627 
0.677 
0.726 

20 

0.785 
0.850 
0.924 
1.00 
1.09 

30 

1.18 
1.29 
1.41 
1.54 
1.66 

40 

1.84 
2.03 
2.24 
2.46 
2.72 

Table 2 Nominal field 

Symbol Exp. Station Modules Rows WS (m/s) WD* 

A la 
> 16 
V lc 
< Id 
e 2 
O 3a 
O 36 
D 5a -
O 5a -
O 56 
® 4a 
• 46 

90 deg is ±. 

Dresden 
Dresden 
Dresden 
Dresden 
Dresden 
Quad-Cities 
Quad-Cities 

1 Quad-Cities 
2 Quad-Cities 

Quad-Cities 
Quad-Cities 
Quad-Cities 

26 Ceramic 
26 Ceramic 
35 Ceramic 
34 Ceramic 
Ceramic 
Ceramic 
Ceramic 
Ceramic 
Ceramic 
Ceramic 
Richards 
Richards 

2 
2 
2 
2 
2 
4 
4 . 
4 
4 
4 
4 
4 

2.7 
3.2 
3.0 
5.5 
4.6 
4.6 
2.0 
1.3 
1.8 
2.4 
2.2 
2.1 

47 
80 
86 
68 
10 
19 
52 
30 
61 
81 
97 

118 
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blowing along the canal requires special treatment as discussed 
later. 

Canal Performance. Simple mixing considerations for canal flow 
mixing with spray flow (Pig. 1) yield for row i across the canal 

dTi/dn = -mr(Tt - Tsi) (9) 
where n is the number of passes along the canal and m is the number 
of modules across the canal. Quantity r is the ratio of spray-module 
flow to canal flow. The evaporation per pass has been neglected, an 
approximation based on more exact integrations [15]. Using the 
thermal model of equation (4) and the interference allowance of 
equation (6), and averaging equation (9) across the canal in order to 
determine the average temperature T at a section 

dT/dN = - r(l - /)[1 - exp (-NTU bf/cw)](T - TWBJ (10) 

where N = fmdn is the number of modules passed and 

f(d) = u)-1 \ fdx = l - [ l -exp( - /e c / l s in0 l ) ] Isin0|/fec (11) 
Jo 

where w is the width of the spray field measured normal across the 
canal. Because / depends on the wind angle to the canal, which varies 
along the path N in general, equation (10) requires further consid
eration for curved canals. However, for a straight segment it can be 
integrated directly from the hot end at TH to the cold end at Tc- Thus, 
for constant / 

(Tc - TWBJ/(TH - TWB.) = exp [-rN(l -J) 
X [1 - exp (-NTU 6,/cJ]] (12) 

This expression is particularly useful for assessing the performance 
of a straight segment of modules for NTU by observing temperatures 
TH, TQ and TWB„, although / must be predicted. For application to 
a canal system we suggest using Tf = (TH + 7VB„) /2 as a mean value 
for evaluating bf/cw. 

Field Experiments. The systems analyzed are described quali
tatively in the Introduction. Additional detail is provided elsewhere 
[15, 16, 18] and a point-by-point listing of data is given in [16]. 
Nominal prevailing conditions are listed in Table 2. The buoyancy 
parameter of Table 2, A/p, corresponds to the fractional density in
crement of air and vapor due to heat and humidity in the limit of 
equilibrium with the liquid. Quantity zB is bank height over water 
level. 

In experiments 36, 5a — 1, 5a — 2 and 56 (Ceramic modules) and 
4a and 46 (Richards modules), a psychromater assembly was mounted 
over module motors, 2m over the water level, at various positions 
proceeding down-wind across the Quad-Cities spray canal. The local 
and ambient wet-bulb temperatures and canal temperature T produce 
experimental local /values. Data are correlated in Fig. 2 with the 
product kx as suggested by equations (6). The experimental error of 
the present investigators is estimated to contribute less than ±15 
percent, as bracketed in Fig. 2. 

Quantity NTU for Ceramic modules was determined simulta
neously in experiment 3a and 56 at Quad-Cities by collecting spray 
water at 4 90 deg separated but radially integrated positions in each 
spray and using the measured temperatures including local wet-bulb 

experimental conditions 

/T (C) 

40 
40 
25 
24 
34 
30 
32 
36 
39 
26 
36 
39 

WBT (C) 

24 
25 

- 3 
11 
14 
16 
15 
22 
18 
14 
22 
19 

DBT (C) 

26 
31 

2 
18 
22 
21 
23 
26 
22 
18 
26 
22 

-Ap/p 

0.061 
0.048 
0.088 
0.027 
0.065 
0.043 
0.035 
0.043 
0.041 
0.038 
0.045 
0.078 

zB (m) 

2.1 
2.1 
2.4 
2.2 
2.4 
2.0 
2.0 
2.0 
2.0 
2.0 
1.2 
2.7 

r 

0.020 
0.020 
0.030 
0.027 

— 
— 
— 
— 
— 
— 
— 
— 

7 
0.22 
0.13 
0.16 
0.17 
0.21 
— 
— 
— 
— 
— 
— 
— 
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temperature in equation (4). There was no apparent significant de
pendency of NTU on row position. Similar data were also obtained 
at Dresden (experimental 2) and were reduced using computed in
terference allowances. Computed / were also used to reduce data of 
experiment l a , 16, lc and Id for Dresden wherein the performance 
of an entire canal segment was analyzed, and NTU were implied using 
equation (10). Experimental values for all experiments are correlated 
with wind speed in Fig. 3. The average of 38 Ceramic-module data 
points gives NTU = 0.149 with a standard deviation of about 15 
percent which is also the estimated maximum experimental error. 
More limited analysis of Richards modules suggests NTU » 0.06. We 
caution against simply comparing these NTU with each other because 
of the other widely varying parameters which ultimately govern 
cost-effective performance. 

S y s t e m P e r f o r m a n c e 
In general, the values of r, NTU and / may vary along the canal. 

Because the cold water temperature of one run of modules is the hot 
water temperature of the next run, equation (12) may be replaced 
with 

(Tc ~ T\VBJ/(TH - TWBJ 

exp 
M 

n nNtd - / , ) [ ! - exp ( - N T U . V c J ] (13) 

for the case of M runs. One may approximate a curved canal with a 
sereis of straight segments. However, for uniform curvilinear canals, 
an integration can be performed. For simplicity we assume constant 
r and NTU and neglect any interference due to upwind elements of 
the canal, which is valid if the separation distance is greater than 
several hundred meters [20]. The case of close proximity of a return 
leg is treated later. 

For a curvilinear canal or canal segment, variation of f(d) from 
equation (11) results in the integrated average and effective value of 
f along the canal being 

fi = N f 1 J ' [1 - [ 1 - exp ( H W I s i n 0|)]l|sin 0\/(kcw)]dNi (14) 

which replaces /,• in the previous expressions. Equation (14) has been 
integrated numerically Using a standard Runge-Kutta subroutine for 
a 45 deg turn and integer multiples of 90 deg turns, assuming uniform 
placement of modules along the turn (dN/AN = d6/A6). Results are 
plotted in Fig. 4. It is interesting to note that/; is independent of wind 
angle for any integer product of 90 deg turns. 

Another case of interest is wind in parallel (6 = 0) or counter (8 = 
180 deg) flow to a canal segment. An energy balance is applied as in 
the case of cooling towers and other heat exchangers. That is, the 
energy lost by the water is considered gained by the air and vapor. 
Assuming straight canal segments along a distance s [21] 

dT/ds= -A(T-TWB) (15) 

(16) dTwis/ds = ±B(T - TWB) 

for parallel and counter flow, respectively, where 

A = N'r[l - exp (-NTV bf/cw)] (17) 

B = [ms"cw/(paVszsbf)][l - exp ( - N T U b,/cw)] = kc (18) 

where N' is the number of modules per unit length s. We neglect 
dispersion of heat and humidity both laterally in the horizontal plane 
and vertically, which tends to be conservative. 

For the parallel-flow case we find the solution by integrating (15) 
and (16) simultaneously from s = 0(T = TH, TWB = 7 V B „ ) tos = £ 
(T =TC,N = N't). The resulting "effectiveness" is 

V = {T„- TC)/(TH - TWBw) = [1 - exp [-(A + B)]]A/(A + B) 

(19) 

while for counter flow [21] 

7) = l / [ ( A - S ) / [ A ( e x p ( A - B ) - l ) ] + l] , (20) 

_ 

8 o/ 

t§§ / N l-exp(-kx 

a n T sm J. * is» 

O 

• 
% 

i 

Fig. 2 Local interference allowance 

A > V < — 2 ROWS (DRESDEN) 
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> 
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Fig. 3 Correlation of NTU with ambient wind speed at 2 m height 
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Fig. 4 Effective average interference allowance for uniform circular turns 
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It is now possible to analyze canals made up of a series of elements 
of straight-line segments (/ constant) and uniform turns (f given in 
Fig. 4). For example, the resulting system effectiveness (TH - Tc)-
l(TH - TWBJ is illustrated in Fig. 5 for a uniform circular canal and 
a particular uniform "race-track" configuration, with parameters as 
shown. The parameters assumed are hypotehtical but typical and 
correspond to moderately low-wind speeds of about 2 m/s. Additional 
data for existing-system parameters are given in [18]. It should be 
noted that buoyancy may become important at lower wind speeds. 
It is interesting to note that the circular canal is independent of wind 
direction due to its symmetry. The race-track shape might be used 
due to land constraints, or to take advantage of prevailing winds. 
However, even if one can predict the prevailing wind direction, the 
example race-track geometry can increase effectiveness by only up 
to about 10 percent for the case shown. Conversely, the most adverse 
wind direction for the race-track shape produces an effectiveness 
about 40 percent below the circular case. This occurs when the wind 
blows along the straight segments. 

The case of a double-back canal with counter-flowing elements in 
close proximity is also of possible interest in practice where land area 
is extremely limited. In this circumstance, the upwind leg interferes 
with the downwind one by producing an elevated / in the incident 
wind of the latter. The situation is identical to that of a heat exchanger 
with two passes of one fluid (the canal). The second fluid (air and 
vapor) may be at an arbitrary angle including the cases of wind 
blowing along the system, the most adverse case. The system is ana
lyzed by taking the cold water temperature of the upstream canal leg 
as the hot water temperature of the downstream leg, the respective 
leg interference factors / being independent to the present approxi
mation. The above results for parallel and counter flow are used to 
construct the net system effectiveness. The case of a nonzero com
ponent of cross-flow wind is analyzed by computing the factor / 
downwind of the upwind leg of the canal. Denoting the width of the 
canal w, equation (6) yields the required quantity /„, = f(w). For the 
case of the hot leg upwind, the result for the system effectiveness is 
[21] 

V = (l-fj2)[l-exp(-A'£)} (21) 

where A' = A (1 - /) with / averaged across a single leg, and £ is the 
total length of the canal. Similarly, for the case of the hot leg being 
downwind [21] 

7) = (1 - fw/2)[l - exp (-A'£)]/[l - (fw/2)(l - exp ( -A^) ) ] (22) 

The several complete configurations are compared in Fig. 5. It is 
apparent that the two-pass double-back system with a return leg in 
close proximity is subject to severe loss of cooling effectiveness in the 
worst cases of wind along the canal. The double-back canal is inferior 
to the circular one except for a 30 deg range of near cross flow from 
the cold side. Interference is greater with wind blowing from the hot 
side because of the corresponding greater temperature difference 
between the water and wet-bulb temperatures. 

S u m m a r y a n d C o n c l u s i o n s 
The simplified thermal model can be conveniently applied to an 

individual spray module. Assuming that the local average wet-bulb 
temperature is known, dimensionless cooling depends only on a di-
mensionless group NTU. Quantity NTU may be predicted using 
droplet theory or implied from field experiments. The dimensionless 
cooling of a system of modules depends on both NTU and the inter
ference effect of the collection of modules on each other depending 
on their placement, spray parameters and wind conditions. The di
mensionless interference allowance is a convenient representation 

In the present paper, the interference effect was determined by 
assuming an unperturbed wind blowing through the spray field. 
Downwind spray modules in proximity were then subject to an in
creased local wet-bulb temperature depending on the heat and hu
midity released. 

Performance was analyzed for several canal segments including 
straight runs and 45 and 90 deg turns. From these results, circular, 
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Fig. 5 System effectiveness for several configurations (Fig. 1) 

race-track and two-pass double-back canals were compared for typical 
parameters of a hypothetical large 400 module system. The circular 
canal seems to offer the best compromise in terms of wind direction 
and is independent of it. Only a 10 percent improvement was deter
mined for the race-track case in the most favorable winds, with a 40 
percent degraded performance in the most adverse case. The two-pass 
canal with a return leg in close proximity appears very unfavorable 
when the wind blows along the canal. The 2-pass cross-flow case ap
pears inferior to the circular canal as well except in a narrow range of 
wind directions from the cold side. 

In conclusion, the designer may wish to reduce the uncertainty of 
performance with very little penalty by utilizing a circular or near-
circular spray canal. Where siting prohibits this approach due to space 
limitations, alternate layouts may be analyzed and compared for 
various anticipated wind directions. It is also possible to vary the 
density of placement of the sprays {rha") and width of the canal (w) 
in order to reduce interference at the expense of surface area. 
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Optimum Design of Axial Flow Gas 
Turbine Stage 
Part I: Formulation and Analysis of Optimization 
Problem 
The problem of stage design of axial flow gas turbines has been formulated as a nonlinear 
mathematical programming problem with the objective of minimizing aerodynamic losses 
and mass of the stage. The aerodynamic as well as mechanical constraints are considered 
in the problem formulation. A method of evaluating the objective function and con
straints of the problem is presented in Part I of this paper. The optimization problem is 
solved by using the interior penalty function method in which the Davidon-Fletcher-Pow-
ell variable metric unconstrained minimization technique with cubic interpolation meth
od of one-dimensional minimization is employed. Problems involving the optimization 
of efficiency and/or mass of the stage have been solved numerically in Part II of the paper. 
The results of a sensitivity analysis conducted about the optimum point have also been 
reported. 

Introduction 
Besides conventional power generating units, gas turbines are 

being used successfully in space, aviation, marine, nuclear, rail-road, 
vehicular, cryogenic and petro-chemical applications. The analytical 
procedures used in designing such turbomachines have now under
gone a major revision. The empirical relations used in the design 
process are being replaced by more sophisticated methods of analysis. 
These methods provide detailed information regarding static and 
dynamic loads as well as machine response in the form of stresses and 
deflections. In recent years turbines of considerable size and capacity 
have been produced with many stages. Along with the demand for 
larger gas turbines, factors like efficiency and component weight have 
become major design considerations. 

The conventional aerodynamic design of gas turbines has been 
discussed by Emmert [1], Horlock [2] and Cohen, et al. [3]. The 
three-dimensional modifications in gas turbine design have been 
discussed by Wu and Wolfenstein [4], Hawthorne and Ringrose [5], 
Carter, et al. [6] and Davis and Millar [7]. A good collection of papers 
on the design of gas turbines has been edited in [8 to 11]. 

Very little work has been reported on the application of optimiza
tion techniques in the design of turbomachines. George [12] reported 
about the optimization of a rocket engine turbine using a differential 
calculus approach. Balje [13] applied optimization techniques in the 
design of axial turbines using Wood's method of pattern search. He 
maximized the efficiency by selecting six design variables and con
sidering only the aerodynamic aspects of design according to a two 
dimensional approach. Swift [14] published a flow chart for optimizing 
pump-turbine designs using computers. Kar and Reddy [15] found 
the optimum shape of the impeller of a pump using a differential 
calculus approach. Gupta [16] optimized the radial impeller of a pump 
by using the graphical procedures. Saravanamuttoo and Maclsaac 

[17] published about the use of hybrid computer simulations of sin
gle-spool turbojet engines for optimizing thrust response. Yadav and 
Gupta [18] optimized the losses of a centrigugal compressor. Blaho 

Nozzle 
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Rotor blades 
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[19] discussed the optimum design of axial flow fans from the view 
point of losses using experimental curves. Paranjpe and Murthy [20] 
discussed the optimization and standardization of steam turbine blade 
profiles. 

In the present work an attempt has been made to optimize the ef
ficiency and/or the weight of an axial flow gas turbine stage by con
sidering deflection, stress and vibration aspects along with the aero
dynamic requirements. 

Formulation of the Optimum Design Problem 
Any optimization problem involves the identification of design 

variables, objective function and constraints of the problem. 
Design Variables. These are preselected variables which can take 

independent values in the design process. The other data of the 
problem is either given at the beginning of the design process or can 
be expressed in terms of the design variables. For the design of a gas 
turbine stage, the following parameters are taken as the design vari
ables: X i = mean diameter of the rotor (d); X2 = ratio of the chord 
of rotor blade to mean diameter, (c/t/d); X3 = ratio of the chord of 
nozzle blade to mean diameter, (cjv/d); X4 = ratio of spacing to di
ameter at mean radius of the nozzle blades (s^r/d); X 6 = ratio of 
spacing to diameter at mean radius of the rotor blades (sn/d); X 6 = 
relative angle of the velocity triangle at the inlet of the rotor blade at 
mean radius (^2); Xi = relative angle of the velocity triangle at the 
exit of the rotor blade at mean radius (183); Xg = axial velocity of flow 

across the stage (C„). Thus the vector of design variables X be-

X 

x2 

X3 

X4 

X 5 

X6 

X 7 

X s 

ca/d 
cN/d 

sn/d 
(1) 

In the design vector X, X i to X 7 are physical variables and Xg, 
namely, the axial velocity is related to the physical variables as 

Ca-
ivdN 

tan 012 — tan /32 
(2) 

Objective Function. A design problem usually has several solu
tions which may satisfy the specified functional requirements ade
quately. The objective function in a general optimization problem 
represents a basis for the choice between alternate acceptable designs. 
In most of the practical design problems the minimization of weight, 
cost, volume or losses, or maximization of profit, rigidity or efficiency 
is taken as the objective. In the case of gas turbines used in aerospace 
applications the minimization of weight is one of the most important 
criteria while in the case of gas turbines used in stationary power 

•Nomenclature-
A\, A2, A3 = area of flow at stations 1,2, 3 
AN, A/; = area of nozzle and rotor blade sec

tion 
Aroot = area of cross section of blade at root 
beq = equivalent breadth of rectantular sec

tion 
B = constant for clearance space 
CN, CR = chord of the nozzle and rotor 

blade 
cp = specific heat at constant pressure 
C\, C2, C3 = absolute velocity at stations 1,2 

and 3 
C„ = axial velocity 
Ci = lift coefficient 
C|o2. Cu,3 = whirl component of velocity 
d = mean diameter of the turbine 
f(X) = function of vector X and objective 

function 
gj(X) = ; t h constraint 
hi, hi, h-s = blade height at stations 1, 2 and 

3 
hN, h,R = height of nozzle and rotor blades 
[Hi] = a positive definite symmetric matrix 
Ixx, lyy, Ixy = moment of inertia about xx, yy 

and xy axes 
ITX, lyy, Ixy = moment of inertia about xx, yy 

and xy axes 
Ki,Ki = weightage to the losses and mass in 

mixed objective function 
in = mass rate of flow of gases 
Mc2> Mc3 = Mach number corresponding to 

Ci and C3 
k - clearance 
nN, MR = number of nozzle and rotor 

blades 
N = revolutions per second 
Poi> P02, P03 = stagnation pressure at stations 

1, 2 and 3 
Pi> P2, P3 = static pressure at stations 1, 2 and 

3 
Po2rei, Po3rei = stagnation pressure for relative 

velocities 

pc = critical pressure 
r/, = response factor for sequential minimi

zation 
''root, ''tip = radius of root and tip 
R, Rmat = degree of reaction at mean radius 

and root 
R = gas constant 
(Re)w, (Re)fl = Reynolds number for nozzle 

and rotor 
SN, SR - spacing of nozzle and rotor blades 
S = entropy 
Si = ith direction vector 
te = trailing edge thickness 
teq — equivalent thickness 
T = temperature 
T01, T02, T03 = stagnation temperature at 

stations 1, 2 and 3 
Ti, T2, T3 = temperature at stations 1,2 and 

3 
7Y, Ts', T3" = temperatures as shown in T-S 

diagram 
U = peripheral velocity 
^2, ^3 = relative velocity at stations 2 and 

3 
x, y, 2 = coordinate axes 
*i, x2, Xm = value of x at 1, 2 and point m 
x, y = coordinates of centroid of airfoil 
x', y' = axes inclined from x, y 
Xc, y c

 = camber line coordinates 
X = n- dimensional design vector 
Xi = ith vector of design variables 
Xo = starting design vector 
y (x) = a dependent variable of x 
Y, YJV, YR = loss coefficients defined from 

pressure drop 
Yk, Yp, Ys = clearance, profile and secondary 

loss coefficients 
a = depth taper ratio = (depth at root/depth 

at tip) 
«i> «2, «3 = angles of absolute velocity at 1, 

2 and 3 
a c = included angle of divergence of walls of 

annulus 
am = mean angle 
aa = stagger angle 
j8 = breadth taper ratio = (breadth at root/ 

breadth at tip) 
P2, ft = rotor blade angle at inlet and 

outlet 
(3m = mean blade angle 
7 = ratio of specific heats 
At = tip clearance of the rotor blades 
ATos = stagnation temperature drop 
e = small quantity 
Tjs = stage efficiency 
0 = twist of equivalent rectangular section 
\ ^N, ^R = blade loss coefficient defined 

from temperature drop 
\N, ^cfl = parameters for nozzle and rotor 
ju = viscosity of gases 
Pi. Pi, Ps ~ gas density at stations 1, 2 and 

3 
pm = centrifugal tensile strength 
""max = maximum stress at root 
T* = the minimizing step length in the di

rection S, 
if> - flow coefficient 
<MX, r),) = penalty function 
\p = stage temperature drop coefficient 
co(1) = natural frequency of vibration (cy-

cles/s) 
ocr = centrifugal tensile strength 

Subscripts 

1, 2, 3 = station number 
N = nozzle 
r = radius r 
root = value at root of blade 
R = rotor 
tip = value at the tip of the blade 

Superscr ip ts 

u = upper limit of variables 
(. = lower limit of variables 
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plants, the maximization of efficiency represents a more useful cri
terion. In some cases a mixed objective function representing a linear 
combination of weight and efficiency will be a more appropriate ob
jective. In this work the mixed objective function is used so that the 
optimum design of aerospace turbines or industrial turbines can be 
found using the same computer program by giving suitable weightages 
to the weight and efficiency in the objective function. 

Evaluation of Objection Function 
Fig. 1 shows a typical axial flow gas turbine stage with its associated 

velocity triangles. The temperature-entropy diagram for the stage 
is indicated in Fig. 2. The enlarged view of the flared turbine annulus 
with the nozzle and rotor blades is shown in Fig. 3. As the objective 
function comprises two distinct quantities, namely, losses and mass 
of the stage, each one will be considered separately. 

1 Evaluation of Losses of the Stage. In the design of an axial flow 
gas turbine stage it is assumed that the stagnation pressure at inlet 
to the stage (poi), stagnation temperature at inlet to the stage (Toi), 
mass flow rate across the stage (m), and the speed of the rotor (JV) are 
preassigned parameters. Further it is assumed that the properties of 

'01, '02 

air like specific heat at constant pressure (cp), gas constant (R), vis
cosity of gas (ju) and the ratio of specific heats (y) are known or can 
be calculated from suitable formulae. The values of design variables 
are assumed to be known at the beginning of the analysis and will be 
modified during the design-analysis iterative process. 

The necessary equations for evaluating the isentropic stage effi
ciency are stated sequentially in this section. This involves assuming 
a trial value of efficiency r]s to calculate a more accurate value rjsl-. 
Thus the process is iterative and has to be continued until the values 
of stage efficiency in two consecutive iterations are sufficiently close 
to each other. The free vortex assumption is employed for three di
mensional design consideration and for calculating the degree of re
action at the root. The computation of profile losses is made with the 
help of Fig. 4 due to Ainley and Mathieson [21]. In calculating the 
efficiency, the profile loss, leakage loss and secondary flow losses are 
accounted for as stated by Ainley and Mathieson [21] with the sug
gested modification of Dunham and Came [22]. The losses in the stage 
are taken as one minus the stage efficiency. The Reynolds number 
correction has also been made with the help of equation (A 68) of 
Appendix A. The computation of stage efficiency is represented as 
a flow chart in Fig. 5, using the aerodynamic relationships presented 
in Appendix A. 

The nature of convergence of the iterative procedure for computing 
the isentropic efficiency was studied by using different trial values 
of efficiency in the range 0.60 to 1.05, and convergence criteria [24]. 
It has been found that the efficiency converged essentially to the same 
value with all trial values of efficiencies; however, lesser number of 
iterations were required when the trial efficiency was taken as 0.9. In 
all the cases, the convergence has been achieved in less than four it
erations [24]. 

2 Evaluation of Mass of the Stage. The mass of the stage is as
sumed to be the sum of rotor blade, stator blade and rotor disc 
masses. 
Specification of profile and geometrical properties of blades: 

In order to avoid storing of a large number of airfoil sections for 
different combinations of inlet and outlet angles in the computer, it 
is proposed to obtain the profile of the mean line by satisfying certain 
desired conditions and then superimposing the thickness distribution 
of a standard airfoil. In Fig. 6, line 1-2 and curve l-m-2 represent the 
chord and camber lines of the blade respectively. The maximum 
camber with respect to chord occurs at the point m. The angle between 
the chord line (x-axis) and the axial direction (X-axis) is given by the 
stagger angle as. It is assumed that the location of the point m de
pends on the type of blading (reaction or impulse) and hence the 
coordinates of m (xm and ym) are known. Thus the following condi
tions are to be satisfied by the camber line of Fig. 6: 

Entropy S —•— 

Fig. 2 Temperature-entropy diagram for a reaction stage 

hN="2"( hi+hg) 
hR=-2-(h2+h3) 

blade breadth \ blade breadth 
-.25XRotor blade breadth 

Fig. 3 Flared turbine annulus 
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Fig. 4 (a) Profile loss coefficient for nozzle blades, j32 = 0(f/c = 0.2) 
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F r o m 
Block B 

K n o w n data for stage design: 
Po„ T01, m, N 

Known values of air proper t ies : 

cp,R,y,n 

Given a trial vector of 
design variables: 

d, cR/d, cN/d, sNjd, 
sR/d, 02, 03, Ca 

Assume: a , = 0, tN = 0.2 cN, 
tR = 0.2cR, 

m and t ype of clearance 

Start i terat ion 
wi th a trial value of 77 and T)N 

Calculate U, <p, AT0S, \p 
and R from equat ions ( A 1 - A 5 ) 

Calculate inlet and out le t 
velocity triangle parameters , i.e., 
U 2 , U 3 , U 2 , O3, V2, V 3 , t W 2 l ^1^3 

from equat ions ( A 6 - A 1 3 ) 

Calculate gas condi t ions 
and blade height at s ta t ion 2: 

Use equat ions ( A 1 4 - A 2 1 ) 
for calculating, T2 , T3',p2, p2, A2, AiN and h 

(A) 

Calculate gas condi t ions 
and blade height at s ta t ion 1: 

Use equat ions ( A 2 2 - A 2 6 ) 
for calculating T, , p,, p , , A , and /z, 

Calculate gas condi t ions 
and blade height at s ta t ion 3 : 
Use equat ions (A27) to (A33) 

for calculating T0 3 , T3 , p 0 3 , p 3 , p 3 , A 3 and h3 

Calculate hR, hN,ac, Mc3 and XB 

from equat ions ( A 3 4 - A 3 9 ) 

Make three dimensional correct ion 
for blade angles and 

Calculate -R root from equat ions 
( A 4 0 - A 4 8 ) 

Calculate profile loss, clearance loss 
and secondary flow loss 

for ro to r and s ta tor blades 
from equat ions ( A 4 9 - A 5 8 ) 

Calculate i terated value of 
loss coefficients for ro to r and 

stator , and stage efficiency 

^JV,-. ^R; and TQsi from 
equat ions ( A 5 9 - A 6 4 ) 

a (Vsi - Vs) < e? 

Yes 

L> 

Termina te 

\ No Vs = 
XN = 

• 

Vsi 
^Ni 

• 

(B) 

Go to A 

Fig. 5 Flow chart for the calculation of efficiency 

At x = x\ = x{(), 

X = X2 = X 

X — Xm, 

(u) 

y =yi and — = tan ax 
ax 

Ady 
y = yi and — = - t a n a 2 

ax 

dy 
y = ym and — = 0 

ax 

(U) ftyWfr) 

<«(*) 
dj; dy 

(3) 
C" \yM(x) - yW(x)]dx (4) 

x -coordinate of the centroid 

1 /»* 
* b ( " ) ( x ) - y ^ ' ( * ) ) d * (5) 

Thus there are six conditions to be met by the camber line and ^-coordinate of the centroid 
hence a polynomial of degree five can be fitted exactly. Once the _ 1 /»*<»> 
equation of the mean line is obtained, the thickness distribution of ~ y = QA J u) (x>~ y (x)\dx (6) 
a standard profile (A3K7 in this case) can be superimposed. The upper 
and lower boundaries of the airfoil section are expressed as y <">(*) m o m e n t of inertia about x -axis = / « 
and y^(x) by using a curve fitting technique. The geometrical 1 f*x{u)

 3 

properties of the airfoil section are thus given by: ~ 3 J <« \x> ~ y (x)\ax (1) 

area of cross-section = A moment of inertia about y-axis = /„. 
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Fig. 6 Camber line and profile shape of a blade section 
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Slogqer ^ 

Fig. 7 Equivalent rectangular section of an airfoil 

x2\yW(x) - yW>(x))dx (8) 

product of inertia = Ix-

= V2 C" x\yW\x)-yW{x)}dx (9) 

The areas of cross-section of the rotor and nozzle blades can be com
puted with the help of equation (4). If the density of the blade material 
is known, the mass of the rotor and stator blades can be computed.The 
rotor disk is assumed to have a constant thickness equal to the chord 
length at the root of the rotor blade. The material of blades and rotor 
disk is assumed to be the same. 

Design Constraints. In a gas turbine design generally the fol
lowing requirements are to be met from aerodynamic, vibrational and 
strength considerations: 

1 The rotational velocity of the rotor should be within some upper 
and lower bounds. 

2 The aspect ratio (height/chord) of rotor and nozzle blades 
should be within some specified upper and lower bounds. 

3 The pitch-chord ratio of the rotor and nozzle blades should lie 
within certain limits. 

4 The relative gas velocity angles at inlet and outlet of rotor blades 
(182 and 183) should be within the specified bounds. 

5 The axial velocity of flow should lie within some upper and lower 
bounds. 

6 The actual pressure ratio across the nozzle blades should be 
below the critical pressure ratio. 

7 The Mach number at the exit from the stage should be less than 
a specified value. 

8 The included angle of divergence of the turbine annulus walls 
should not exceed the specified upper limit. 

9 The flow coefficient (</>) and the stage temperature drop coef
ficient (i/<) should lie within some upper and lower bounds. 

10 The degree of reaction at mean radius should be within some 
upper and lower bounds while the degree of reaction at the root of 
rotor blades should be a non-negative quantity. 

11 The fundamental natural frequency of the blades should be 
away from the forcing frequency of the blade in order to avoid reso
nance. 

12 The stresses developed at the root of the rotor blade should 
be less than the permissible value. 

13 The tip deflection of the rotor blade should be less than some 
specific value. 

Evaluation of Design Constraints. The constraints other than 
those involving stress, deflection and vibration can be specified with 
the help of the relations given in Appendix A. For the purpose of 
stress, deflection and vibration analysis, the tapered twisted and ro
tating blade is idealized as a rectangular cantilever beam having linear 
taper in depth, breadth and twist from root to tip and subjected to 
rotational, pressure and gas bending stresses. 

Equivalent Cantilever Beam of a Rotor Blade. From the 
known values of area A and moments of inertia Ixx, lyy and Ixy, the 
moments of inertia Ijx and lyy with respect to x and y axes (Fig. 7) 
passing through the centroid of the airfoil section can be computed 
as 

ha = Ixx ~ Ay* (10) 

•Ax2 (11) 

A rectangular section having twist 9, breadth beq and height teq is 
then considered to be equivalent to the given airfoil section by 
equating their areas, and moments of inertia about x and y axes as 

(12) ** "eq * " eq 

Ixx = —b, beqteq3 COS2 9 H £ eqOeq3 s i n 2 9 

Iyy = teqbeq
3 COS2 9 H 6eq£eq

3 sin2 9 

(13) 

(14) 

The three unknowns teqi beq and 9 can be solved with the help of 
equations (12-14) to obtain 

[6 f 9 lo.s 
' e a = ~ {'lex ' *Jy i Y~~Z \l~xx ' *yy) ~ A 

tan 9 = ((12/55, - 6eq2A)/(12/ s - 6eq
2A)!° 

(15) 

(16) 

(17) 

Equations (15) and (16) will give two equivalent rectangular sec
tions whose orientations are perpendicular to each other. Out of these 
the one having a larger value of be q compared to teq is selected as the 
desired equivalent section. 

The chord at the root and tip can be determined from the assumed 
value of the breadth taper ratio /? as 

2/3efl 
t c « W t ( 1 + ffi 

(Cfl)tip = ( c« ) roo t / | 3 

(18) 

(19) 
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The blade angles /32 r o o t and 03r„ot at the root and 02tip and 03tiP at 
the tip are already available from the free vortex analysis. Once the 
values of (cfl)root, 02root and 03root are known, one can get the equiv
alent rectangular section of dimensions (6eq)root> (teq)root and twist 
9 root at the root from equations (3-17). Similarly using the values 
(c/()tip, 02tip and /Jgtip, one can obtain an equivalent rectangular section 
of dimensions (6eq)tip, (teq)tip and twist Qtip at the tip. Hence the 
pretwist of equivalent blade will be 

e = etip - e (20) 

Thus the actual rotor blade is idealized as a doubly tapered canti
lever beam of length hR and pretwist 9 whose dimensions are (beq)root 
and (ieq)root at the root and (b6q)tip and (teq)tip at the tip. If the airfoil 
blade itself has an original pretwist of Go, the total pretwist of the 
blade would be (9 + 80). 

Rotor Blade Stresses. Among the various types of stresses in
duced in the rotor blades of axial flow gas turbines, only the centrif
ugal stress, gas bending stress and stress due to pressure force have 
larger magnitudes and hence are included in the present analysis. 
Although the stress varies from the root to the tip of the blade, its 
maximum value generally occurs near the root of the blade. 

The maximum value of the centrifugal tensile stress (which occurs 
at the root and is perpendicular to the XY plane), is given by 

(ffct)n 
Pmfi2 pAr. 

•-' '"root 

r.dr (21) 

where pm is the mass density of the blade material, fi is the angular 
velocity of the blade (rad/s), Ar is the cross sectional area of the blade 
at any radius r and A root is the cross-sectional area of the blade at the 
root. 

The pressure force Fp per blade acting in the X-direction (which 
occurs due to differences of pressure at inlet and outlet to the rotor 
blade of the axial flow turbine), can be expressed as 

Fp = (p2 - P3) 
•wdhR 

nR 

(22) 

The force Ft, due to the gas bending per blade in the Y direction is 
due to the change of the whirl component at inlet and outlet of rotor 
blade and is expressed as 

fib \Cu)2 ^[03/ 
nR 

(23) 

The finite element method has been used for finding the stresses 
and deflections under the stated loading and the natural frequency 
of the doubly tapered and twisted rectangular beam. The details of 
the generation of the stiffness and mass matrices of the element and 
other computational aspects have been given in [23] and [24]. 

S t a t e m e n t of t h e Opt imizat ion P r o b l e m 
The optimization problem can now be stated in the format of a 

nonlinear programming problem as follows: 
Find X which minimizes 

f(X) = K& - Vs) 

+ K2p„ 
irPcR(d - hR)2 

2(1 +0) 
+ nRhRAR + nNhNAN\ (24) 

subject to the constraints 

g ! = — - 1 . 0 < 0 

H?n-(?H 

(25) 

(26) 

(27) 

(28) 

811 = 0 2 ^ - 02 < 0 

£12 = 02 ~ 02<U) ^ 0 

8l3 = 03W) - & < 0 

gu = 03 - 03(U) < 0 

c w 

Poi Poi , „ 
8n = ^ 0 

P2 Pc 
gls = MC3 - MC3<"> < 0 

819= ctc - ac
(u) <0 

820 = 0 W - 0 < 0 

g2i = </> - <t>{u) < 0 

822 = V» - i M 0 

823 = <P ~ ilu) * 0 

g24 = R^-R<0 

g2b = R-RM<0 

g26 = « 2 W - «2 ^ 0 

821 = flrootW - firoot ^ 0 

N 
g2S = -fT- 1.0 < 0 

= 0 

- - 1 . 0 < 0 

cod) 

829 = ffmax ~ C(u) ^ ' 

A((") 

(29) 

(30) 

(31) 

(32) 

(33) 

(34) 

(35) 

(36) 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 

(48) 

(49) 

(50) 

(51) 

(52) 

(53) 

(54) 

Equations (25-40) represent the geometrical or side constraints 
which impose limits on the size of design variables. The quantities p2, 
Pc, MC3, «3, (/>, R, a2, -Rrooti At and the stresses are dependent on the 
design variables X; and hence the constraint equations (41-54) denote 
the behavior constraints. The relation between the behavior quantities 
and the design variables cannot be expressed directly in closed form. 
However, for any given design vector X, the behavior quantities can 
be evaluated numerically upto any desired accuracy. It can be seen 
that the objective function of equation (24) is a nonlinear function 
of the design variables, and the side constraints of equations (25-40) 
are linear while the behavior constraints are nonlinear. Hence the 
optimization problem is a nonlinear programming problem. 

C o n c l u s i o n s 
1 The problem of optimum design of axial flow gas turbine stages 

has been formulated. A method of computing the objective function 
and constraints of the problem has been presented. The present ap-
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proach unifies the design methodology and can be used in prel iminary 

design s tud ies . 

2 T h e convergence of t h e i t e ra t ive m e t h o d for t h e calculat ion of 

s tage efficiency h a s been found to b e very good. T h e m e t h o d con

verged in th ree to four i te ra t ions irrespective of t h e init ial t r ial value 

given for reasonable convergence cr i ter ia [24]. 

4 A p rocedure h a s been s t a t ed for conver t ing a t u r b i n e b l ade 

airfoil sect ion in to an equ iva l en t doubly t a p e r e d a n d twis ted rec

t angu la r cant i lever b e a m . 

5 T h e analysis of s t ress , deflect ion and n a t u r a l f requencies of 

v ibra t ion of doubly t a p e r e d and twis ted cant i lever b e a m s has been 

pe r fo rmed by finite e l e m e n t m e t h o d s . T h e e l e m e n t developed h a s 

been found t o give good resu l t s even wi th four e l emen t s in a b l ade 

[23]. 
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APPENDIX A 

A e r o d y n a m i c R e l a t i o n s for t h e D e s i g n of A x i a l F l o w 
T u r b i n e S t a g e 

U = irdN 

<t> = CJU 

R=- ( t a n f t j - t an /3 2 ) 

A T 0 s = [UCa ( t an ftj + t a n ftj)]/cp 

4/ = (2cpAT0s)/U
2 

t a n cv2 = t a n ftj + ~~ 

t a n a3 = t a n ft • 
<f> 

C 2 = C a / c o s a 2 

C 3 = C a / c o s a3 

V2 = C a / c o s ft, 

V 3 = C a / c o S ft 

CW2 = C 2 sin a 2 

CW3 = C 3 s in a3 

T 2 = r 0 i - ( C 2
2 / 2 c p ) 

TV = T 2 - (XivC2V2cp) 

P01 = hf + 1W(T-D 

Pc \ 2 j 

p 2 = p 2 / ( f l T 2 ) 

m 

PiCa 

m 

P2C2 

A2N 

U 

T i = Toi - ( C 1
2 / 2 c p ) 

P i = Po i (T i /T 0 1 ) i ' / ( 7 - i ) 

P i 
Pi = ~= 

Ai = ml{pxCa) 

h i = (AiiV/LO 

T03 = T01 — AT"os 

T3 = T 0 3 - ( C 3
2 / 2 c p ) 

A T o s h / ( 7 - i ) 

A 2 = 

Aw '• 

h2 = 

\Tosl 

p3 = p3/(RT3) 

As = m/(p3Ca) 

h3 = A3N/U 

hR = (h2 + h3)/2 

(Al) 

(A2) 

(A3) 

(A4) 

(A5) 

(A6) 

(A7) 

(A8) 

(A9) 

(A10) 

( A l l ) 

(A12) 

(A13) 

(A14) 

(A15) 

(A16) 

(A17) 

(A18) 

(A19) 

(A20) 

(A21) 

(A22) 

(A23) 

(A24) 

(A25) 

(A26) 

(A27) 

(A28) 

(A29) 

(A30) 

(A31) 

(A32) 

(A33) 

(A34) 
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tan ac = 

hN = (hi + h2)/2 

(h3 - hi) 1 

^)+1.2 5N 
d) • \d 

d 

Mc.. 

T3" = T, 

t a n 0!2root : 

(yRTs)0-5 

' P 2 \ ( T - 1 ) / 7 

,P3l 

(T3 - To,") 

(V3
2/2c„) 

-h. 
tan a2 

tan a3root = \~ —I "tan a3 

\d - h3] 

tan feoot 

tan /53roo t 

4 - /ia 

d 

tan a2 — 

tan a3 + 

d - /iz\ U 

d ICa 

4 - h3\ U 

-ha, 

tana2tip=[d4h~) 

d JCa 

tan a2 

tan a3tip
 : 

4 + h; 
tan a 3 

tan p2tip 

tan ^3tip 

-ft root 

4 + hi, 

d_ 

4 + h3, 
Cg d 

2U(d - hR) 

tan ct2 — 

tan a3 + 

4 + h2\ U 

d I Ca 

• + hs\ U 

d ICa 

jtan /33 r o o t - tan feoot! 

(Yph = 

(YP)N •• 

YP(fc = 0) + | ^ l \Yp(fa = ft,) - Yp(/32 = 0)) 

tR/cR\M& 

0.2 j 

VpCai = 0) + 1^1) |Y p (« t = a2) - Yp(«i = 0)) 

I 0.2 I 

(A35) 

(A36) 

(A37) 

(A38) 

(A39) 

(A40) 

(A4I) 

(A42) 

(A43) 

(A44) 

(A45) 

(A46) 

(A47) 

(A48) 

(A49) 

(A50) 

tan a„ 
(tan a2 — tan a\) 

(tan /33 - tan /?2) 
tan fim = 

(CL)N = 2 — (tan a\ + tan a2) cos am 
\CNl 

(CL)R = 2 I— (tan /32 + tan ft,) cos 0m 

/ c « \ /COS « 2 \ 
Xcw = 0.0334 - ^ ^ 

\hNI \COS « l / 

/cpWcOS /33 
XCR = 0.0334 — ^ 

\/ifl/\cos /32, 

(V« + Y A ) B = XCR + fi tin 
X 

(CJN 2 

(CL) f l ' 

( r s + r i )N - ACN - -
{SN/CN)\ \l 

.(Sft/Cfl) 

' COS2 «2 

(COS3 ffm 

icos3 /3m/ 

Yjv=(Yp)jV+(Y'. + y*)jv 

YR = (YP)R + (Ys + Yk)R 

YNT2' 
XiV; : 

V-21 

V*i: 

ToSrel - T3+ 
\2C; 

To3rel 

1 

\ R ; 

1 + [M3+iM31/---: 
7rd 

"JV = — 
SJV 

7rd 
i « = — 

_P2C2cN+ p3V3cR 

2]I 

12 X 105\o.2 
WS)R6 = 1 - (1 - I?») — 

Ro 

(A51) 

(A52) 

(A53) 

(A54) 

(A55) 

(A56) 

(A57) 

(A58) 

(A59) 

(A60) 

(A61) 

(A62) 

(A63) 

(A64) 

(A65) 

(A66) 

(A67) 

(A68) 
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Optimum Design of Axial Flow Gas 
Turbine Stage 
Part II: Solution of the Optimization Problem and 
Numerical Results 
The problem of stage design of axial flow gas turbines has been formulated as a nonlinear 
mathematical programming problem with the objective of minimizing aerodynamic losses 
and mass of the stage. The aerodynamic as well as mechanical constraints are considered 
in the problem formulation. A method of evaluating the objective function and con
straints of the problem is presented in Part I of this paper. The optimization problem is 
solved by using the interior penalty function method in which the Davidon-Fletcher-Pow
ell variable metric unconstrained minimization technique with cubic interpolation meth
od of one dimensional minimization is employed. Problems involving the optimization 
of efficiency and/or mass of the stage have been solved numerically in Part II of the paper. 
The results of sensitivity analysis conducted about the optimum point have also been re
ported. 

I n t r o d u c t i o n 
The problem of optimum design of a gas turbine stage has been 

formulated and a method of computing the objective function and 
constraints has been developed in Part I of this paper. The problem 
formulated is in the form of a nonlinear mathematical programming 
problem and can be stated in the standard form: 

S o l u t i o n P r o c e d u r e 
In the Fiacco-McCormick interior penalty function method, the 

objective function is augmented with a penalty term consisting of the 
constraints: 

Find X = • 

<l>(X,rk)=f(X)-rk E — - r -
i=igj(X) 

(2) 

• which minimizes f(X) 

where ij>(X, rk) is called the penalty function. The minimization of 
(l>(X, rk) is performed for a decreasing sequence of rk so that 

KXn
J 

and satisfies the constraints 

n+i < rk (3) 

gj(X)<0,j = l,2, (1) 

There are two general classes of widely used nonlinear programming 
methods, namely, the methods of feasible directions, and the penalty 
function methods, available for solving the problem stated in equation 
(1). The feasible direction method of Zoutendijk [1] is based on the 
generation of usable feasible directions at constraint boundaries. 
Although this method works in a direct manner in solving the prob
lem, the analyses during optimization have to be done accurately as 
they influence the rate of convergence and accuracy. The penalty 
function methods are quite reliable and their sequential nature allows 
a gradual approach to criticality of constraints. In the present work, 
the penalty function method of Fiacco and McCormick [2] is used as 
it has been found to be quite reliable. The generality and effectiveness 
of the computer program developed for the optimum design of a gas 
turbine stage has been demonstrated by solving several numerical 
design examples. The sensitivity of an optimum design with respect 
to the various design parameters has also been found. 

Equation (2) requires a feasible starting point and, in the present 
work, it is found by a process of trial and error. Since each of the de
signs generated during the optimization process lies inside the ac
ceptable design space, the method is classified as an interior penalty 
function formulation. 

The sequence of unconstrained minimizations of <I>(X, rk) is done 
according to the iteration: 

Xi+1 = Xi + T*Si (4) 

where Xi+i is the design vector corresponding to the minimum value 
of </) along the current search direction Si,Xi is the starting design 
vector, and T* is the minimizing step length in the direction S;. 

Out of the several methods available for finding the search direction 
Si, the Davidon-Fletcher-Powell variable metric method [3] is a 
powerful general method for finding a local unconstrained minimum 
of a function of many variables [4]. In this method, the ith search di
rection Si is computed as follows: 

St =-[Hip<l>(Xi) (5) 

Contributed by the Aircraft Committee for publication in the JOURNAL OF 
ENGINEERING FOR POWER. Manuscript received at ASME Headquarters 
August 20,1979. 

where V(/>(X;) denotes the gradient of the ^-function a t X ; and [Hi] 
is a positive definite symmetric matrix. The matrix [Hi] is updated 
according to the following rule: 

[H i + J = [HJ + [A,] + [Bd (6) 
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where 

[Bi] = 

[Ai S^Vi 

and 
ViT[Hi]Vi 

Vi = V0(X,+ 1) - V0(X,) 
The updating of [Hi] preserves the symmetric positive definiteness 

of [Hi+1] which ensures the stability of the procedure. The positive 
definiteness of [H;+i] is influenced only by the accuracy with which 
T* is determined. To start with [Ho] is taken as the identity matrix 
in the present work. The cubic interpolation method is used to find 
the optimal step length r*. In this method the values of </>(T) and 
d(j>ld.T(T) at the points T = A = 0 and r = B where B is the first value 
among 1, 2, 4, 8 , . . . , at which difrldr is non-negative, are evaluated. 
By assuming a cubic variation for </> in the interval A < r < B, </>(T) 
is expressed as 

</>(T) * a + br + CT2 + dr3 (7) 

where a, b, c and d are constants. The values of these four constants 
are determined by using the conditions: 

<I>(T = A);. 

<I>B = <1>(T = B); < 

dr 
(r = A); 

dr 

(8) 

The minimum of the cubic polynomial of equation (7) is given by 

<t>A+Z + 
•A + 

<I>A' + <I>B' + 2Z, 
(B-A) (9) 

where 

and 

3(0A ~ <j>fi) 
(B-A) 

+ <t>A + 4>B', 

Q=(Z*- 0A W ) 1 / 2 

If the value of T* given by equation (9) is not accurate enough, a new 
cubic equation is fitted between the best two points out of A, T* and 
B. This refitting scheme is continued until the correct value T* = r*, 
which satisfies the stated convergence criterion, is found [4]. 

This algorithm is reapplied until the cosine of the angle between 
the vectors S; and V<j6;+i at the minimizing step length T* is suffi
ciently small ( G ) , i.e., 

| S , - | - |V0 i + 1 | 

This ensures that X,+i is the minimum along the direction Si. 

(10) 

N u m e r i c a l E x a m p l e s 
The program for evaluating the objective function and constraints 

discussed in Part I is coupled with the optimization program. To 
demonstrate the effectiveness and flexibility of the program, a few 
numerical examples were considered [5]. These problems are solved 
with different objective functions under different constraint sets. The 
data pertinent to the design of the stage along with the material 
properties of the blades and gas properties are given in Table 1. The 
side and behaviour constraints considered are given by gi togis and 
gn tog3o, respectively, in Appendix A. 

Example 1: Maximization of Isentropic Stage Efficiency. The 
maximization of isentropic stage efficiency (or minimization of losses) 
is considered as the objective in the first example. The starting point, 
upper and lower bounds, and the optimum values of the design vari
ables are shown in Table 2. The bounds on the behaviour constraints 
and the values of the response quantities at the starting and optimum 
designs are shown in Table 3. The progress of the optimization path 
showing the cumulative number of one-dimensional minimization 
steps versus the objective function is shown in Fig. 1. In this figure, 
the variations of the penalty function and the mass of the stage have 
also been represented. The results of optimization show that there 
is a 30.5 percent reduction in the objective function. The optimum 
point corresponds to an increase in the efficiency of the stage by 2.48 

T a b l e 1 D a t a for opt imiza t ion p r o b l e m s 

Number of design variables, n = 8 
Number of constraints = 30 
Number of finite elements in a blade = 4 
Number of eigen values computed = 2 
Number of degrees of freedom of an element = 8 (since shear defor

mation effect is neglected) 
Maximum number of cubic interpolations used in one dimensional 

minimization = 3 
Maximum number of unconstrained minimization steps for any value 

of penalty parameter = 5 
Gas constant, R = 287 N-m/Kg-K 
Viscosity, n = 4.0 X 10"B Kg/m-s 
Ratio of specific heats of the gas, y - 1.333 
Density of the blade material, pm = 800 Kg/m3 

Young's modulus of the material, E = 2.0 X 1011 N/m2 

Shear modulus, G = E/2.6 
Stagnation pressure of entering gas in the stage, 

poi = 4.0 X 105 N/m2 

Stagnation temperature of entering gas in the stage, 

Toi = 1100 K 

Mass flow of the gases across the stage = 20 Kg/s 
Rotational speed of the turbine^iV = 250 rps 
Radial clearance of the blades, k = .000154 m 
Breadth taper ratio, /? = 2.0 
Depth taper ratio, a = 1.5 
Shear coefficient, JX = .833 

T a b l e 2 In i t ia l and o p t i m u m des ign v a r i a b l e s for e x a m p l e s 1 and 2 

Design 
variable 

Xi 

x2 x3 x4 x5 xB x1 Xs 

Objective 
function 

Bounds 
Lower 

0.064 
0.020 
0.016 
0.008 
0.010 
0.600° 

40.000° 
50.000 

_ 

Upper 

0.512 
0.080 
0.080 
0.080 
0.080 

57.0° 
80.0° 

400.00 

Maximization of efficiency (Example 1) 
First starting point 

Initial 
point 

0.432 
0.046 
0.040 
0.035 
0.044 

20.5° 
54.57° 

272.0 

0.0813 

Optimum 
point 
with 
3rk 

0.3378 
0.0611 
0.0473 
0.0335 
0.0428 

15.4° 
59.5° 

191.4 

0.0565 

Optimum 
point 
with 
6/'* 

0.3370 
0.0609 
0.0462 
0.0322 
0.0425 

15.2° 
58.9° 

188.2 

0.0557 

Second starting point 
Initial 
point 

0.276 
0.056 
0.068 
0.059 
0.028 

18.6° 
52.5° 

252.7 . 

0.122 

Optimum 
point 

0.3254 
0.0656 
0.0438 
0.0309 
0.0474 

11.9° 
58.8° 

187.0 

0.0543 

Minimiz ation of 
weight (Example 2) 
Initial 
point 

0.432 
0.046 
0.040 
0.035 
0.044 

20.5° 
54.57° 

272.0 

29.939 

Optimum 
point 

0.2764 
0.0559 
0.0683 
0.0595 
0.0284 

18.7° 
52.8° 

252.7 

4.223 

Journal of Engineering for Power OCTOBER 1980, VOL. 102 / 791 
Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Response quantities at initial and optimum points for Examples 1 and 2 

Response 
quantities 

Pressure ratio, P01/P02 
Mach number, Mc3 
Annulus angle, ctc 
Flow coefficient 
Temperature drop 

coefficient 
Reaction at mean radius 
Angle a<i 
Root reaction 
co(l) in rps 
Root stress, N/m2 

Tip deflection, m 
0 B J 1 
OBJ 2 

Bounds 
Lower 

_ 
— 
— 

0.25 
0.50 

0.30 
40.0° 
0.01 

250.00 
— 
— 
— 
— 

Upper 

1.853 
1.000 
22.5° 
2.0 
6.0 

0.70 
— 
— 
— 
.3 X 109 

3.5 X 10-3 

— 
— 

Maximization of efficiency (Example 
First starting point 

Initial 
point 

1.602 
0.465 
15.0° 
0.802 
2.89 

0.422 
58.2° 
0.202 
975.0 
.281 X 109 

.304 X 10~3 

0.0813 
21.94 

Optimum 
point 
with. 3 

rk 

1.262 
0.322 
18.9° 
0.721 
2.805 

0.502 
58.2° 
0.04 
542.0 
.297 X 109 

.439 X 10~3 

0.0565 
9.80 

Optimum 
point 
with 6 

rk 

1.266 
0.315 
16.92° 
0.71 
2.76 

0.4962 
58.92° 
0.0130 
530.0 
.299 X 109 

.443 X 10-3 

0.0557 
9.585 

1) 

Second starting 

Initial 
point 

1.303 
0.453 
18.87° 
1.16 
3.854 

0.569 
50.1° 
0.088 
455.0 
.295 X 10s 

.843 X 10" 
0.122 
4.22 

point 
Optimum 

point 

1.128 
0.317 
16.5° 
0.732 
2.77 

0.538 
57.3° 
0.052 
515.0 
.299 X 109 

-3 .457 X 10"3 

0.0543 
8.818 

Minimi 
weight (I 
Initial 
point 

1.602 
0.465 
15.0° 
0.802 
2.89 

0.422 
58.2° 
0.202 
975.0 
.281 X 109 

.304 X 10"3 

0.813 
21.94 

zation of 
Example 2) 

Optimum 
point 

1.303 
0.453 
20.4° 
1.164 
3.854 

0.569 
49.9° 
0.088 
455.0 
0.296 X 109 

.843 X 10-3 

0.122 
4.223 

PENALTY FUNCTION 

( X J r ,J, r, = -4 x 10 

z 

< 
- 09 

•07 

•05 

- 3 

OBJECTIVE FUNCTION f 
CLOSSES=OBJl = f ) 

<t>0<\ r,) 3 -5 •2 x I03 

^ f e & 

28 

26 

24 

22 

20 * 

0 2 4 6 8 10 12 14 16 
Cumulative number of one dimensionl minimizations—«-

Fig. 1 Progress of efficiency optimization path for example 1 

percent and a reduction in weight of the stage by 55.3 percent com
pared to the starting design vector. None of the side constraints is 
active at the optimum point. The constraints on stress and degree of 
reaction at root have become active (out of the behaviour constraints) 
at the optimum point. It can be observed that X3 , X4 and X 5 have not 
changed much from the starting point while the other variables show 
appreciable change from the initial starting point. The optimum point 
has been found with three values of rk in 15 one-dimensional mini
mization steps which required about 61 min of computer time on an 
IBM 7044 computer. 

Although the point obtained at the end of 15 one-dimensional steps 
(with three values of 77,) can be taken as the optimum (evident from 
Fig. 1), the minimization is carried for three more values of r* which 

- required an additional computational time of 70 min. The results 
obtained with six values of rk are compared with those obtained with 
three values of ?•& in Tables 2 and 3. It can be seen that while the first 
three values of 77, reduced the objective function (one minus the ef
ficiency) from 0.0813 to 0.0565, the additional three values of 77, could 
reduce it to 0.0557 only. Thus no significant reduction in the objective 

0.19 

or, 

• f t 
1 

0 
16 |, 

<n 
V) 

< 14 £ 

£ 
O 

[26 

-2U 

OBJ 2 

Second starting 
point 

22 

20 

18 

16 

It, 

12 

m -Sr 

C 

<\l 

S 
0 

V) 
<A 

S 

10 

lit, 
0 2 t, 6 8 10 12 'It, 16 
Cumulative number of one dimensional minimizations 

Fig. 2 Progress of optimization path for efficiency (second starting point) 
and comparison with first starting point 

could be achieved by proceeding beyond three values of r*. Since this 
behavior is characteristic of the interior penalty function method, all 
the subsequent examples are solved by using three values of rk 
only. 

In order to test whether the optimum point found corresponds to 
a local minimum or the absolute minimum in the design space, the 
same example has been solved with a second starting design vector. 
The progress of the optimization path is shown in Fig. 2. This plot is 
similar to Fig. 1 and the optimum point obtained (/ = 0.0543) also 
compares well with that of the previous case (/ = 0.0557). The starting 
and optimum designs of the two cases are compared in Tables 2 and 
3. The optimum design variables are also in good agreement with each 
other. Apart from a small difference that might have occurred due to 
numerical instability, the two optimum points appear to be same. On 
the basis of the two trial starting designs, it is hard to say whether the 
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minimum obtained is the absolute minimum over the design space. 
However, finding a similar optimum design by starting from two 
different initial designs is at least a pointer in that direction. 

Example 2: Minimization of Mass. In the second example, the 
optimization of weight (mass) of the axial flow gas turbine stage is 
considered. The constraints, design variables and their bounds are 
same as in the case of the first example (first starting point). 

The optimization results are shown in Tables 2 and 3. The progress 
of the optimization path, showing the cumulative number of one di
mensional minimization steps versus the objective function is shown 
in Fig. 3. The optimization results show that there is 80.5 percent 
reduction in the objective function (mass). Out of all the side and 
behavior constraints, only the degree of reaction at root and the stress 
at root of the rotor blade have become active at the optimum point. 
Comparatively X6, X7 and.Xg have not changed much from their 
initial starting values. From Fig. 3, it can be observed that the losses 
decreased by small amount first and then increased at a faster rate. 
This indicates that the reduction in weight can be obtained only at 
the cost of efficiency. For this example, the computer time required 
is 60 minutes on an IBM 7044 computer for 15 one-dimensional 
minimization steps. 

Example 3: Optimization of Weighted Combination of Efficiency 
and Mass. The minimization of a weighted sum of efficiency and 
mass (weight) of the gas turbine stage is considered in the third ex
ample. The constraints, design variables and their bounds are the 
same as in example 2. The magnitude of losses and mass (weight) of 
the stage are normalized such that their contributions will be equal 
at the starting design point. The progress of the optimization path 
is shown in Fig. 4, where the variations of penalty function, losses and 
mass of the stage with the number of one dimensional minimizations 
are shown. It is observed that there is a 45 percent reduction in the 
objective function while the efficiency increased by 1.65 percent and 
the weight reduced by 69.5 percent. The variables Xit X6 and X 7 have 
not changed much from the starting point. The constraints on the 
degree of reaction at the root and the stress have become active at the 
optimum point. It can be seen that the reduction in losses or mass of 
the stages is less in this case compared to the case where the individual 
objective function is considered for optimization. Thus the present 
results indicate a compromise between efficiency and mass of the 
stage. Here 15 one-dimensional minimization steps required about 

62 min of computer time on an IBM 7044 computer. 
Example 4: Optimization of Weighted Combination of Efficiency 

and Mass by Considering only the Side Constraints. In the fourth 
problem, a linear combination of the mass and the losses of the stage 
has been minimized with equal contribution of losses and mass at the 
starting design point. Only the side constraints fei to gi6 of Appendix 
A) are considered with no constraints on the behaviour (response) 
quantities in the problem formulation and solution. 

The optimization results are shown in Tables 4 and 5. The progress 
of the optimization path showing the cumulative number of one di
mensional minimizations versus the values of objective function, losses 
and mass is shown in Fig. 5. It-is found that the objective function was 
reduced by 47.6 percent while there is an increase of 2.1 percent in 
efficiency and a reduction of 69.3 percent in mass of the stage. It is 
observed that although the objective function (losses as well as mass 
of the stage) has been reduced by a larger amount, the behaviour 
quantities like stress, degree of reaction at root and tip deflection have 
become larger than the permissible values. This clearly demonstrates 
the necessity of putting bounds on these response quantities. The 
program required only about 20 min of computer time on IBM 7044 
computer for 15 one-dimensional minimization steps in this case. 

Sensitivity Analysis 
In practice a designer would be interested in knowing how the re

sponse quantities vary with a change in the design variables. This type 
of sensitivity analysis will help the designer in manipulating the design 
variables to suit some specific requirements. Further, in some cases, 
the results obtained from the optimization procedure may have to be 
rounded-off to the nearest practical values of the design variables. 
Hence a sensitivity analysis of response quantities, namely, the ob
jective function, losses, mass, stress, degree of reaction at root and 
mean radius, first natural frequency, flow coefficient, stage temper
ature drop coefficient and angle of nozzle blade at outlet, with respect 
to the various design variables is conducted. In this analysis, the ref
erence design is taken as the optimum point of example three. The 
design variables are varied on the negative and positive sides of the 
reference (optimum) values and the magnitudes of the response 
quantities are plotted against the percentage changes of the design 
variables in Fig. 6-14. 

•095-
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•9-

o 
z < 
«. -055 
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•o i : 
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\ r 2 = 2 x 10 \ r 3 i - 2 x 10 

_ Q Q o 
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23 
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15 
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Fig. 3 Progress of weight optimization path for example 2 

< 
9 S 

0 2 4 6 8 10 12 14 16 
Cumu la t i ve number of one d imens iona l minimizations—*-

Fig. 4 Progress of optimization path (equal weightage to losses and mass) 
for example 3 
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Table 4 Initial and optimum design variables for minimization of weighted combination of losses and mass 

Design 
variables 

Xi 

x2 x3 x4 x6 Xe 
Xn 

X8 

Bounds 
Lower 

0.064 
0.020 
0.016 
0.008 
0.010 
0.600° 

40.0° 
50.0 

Upper 

0.512 
0.080 
0.080 
0.080 
0.080 

57.0° 
80.0° 

400.0 

Initial poin 

0.432 
0.046 
0.040 
0.035 
0.044 

20.5° 
54.57° 

272.0 

Optimum 

Example 3 

0.3055 
0.0579 
0.0475 
0.0338 
0.390 

19.8° 
54.8° 

232.9 

points 
Example 4 
(with side 

constraints 
only) 

0.285 
0.0464 
0.0457 
0.0321 
0.0327 

19.5° 
54.8° 

218.2 

Objective 
function 

0.162 0.0895 0.0853 

Table 5 Initial and optimal response quantities for minimization of weighted combination of losses and mass 

Optimum points 

Response 
quantities 

Pressure ratio, P01/P2 
Mach number, Mc3 

Annulus angle, ac 
Flow coefficient 
Temperature drop coefficient 
Reaction of mean radius, R 
Angle, «2 
Root reaction, flr0ot 
First natural frequency in rps 
Root stress in N/m2 

Tip deflection in m 
OBJ1 
OBJ2 in Kg 

Lower 

— 
— 
0.25 
0.50 
0.30 

40.0° 
0.01 

250.0 
— 
— 
— 
— 

Bounds 
Upper 

1.853 
1.0 
22.5° 
2.0 
6.0 
0.70 
— 
— 
— 
0.3 X 109 

3.5 X 10"3 

— 
— 

Initial 
point 

1.602 
0.465 
15.0° 
0.802 
2.89 
0.422 
58.2° 
0.202 
975.0 
0.281 X 109 

0.304 X 10-3 

0.813 
21.94 

Example 3 

1.309 
0.407 
20.3° 
0.971 
3.458 
0.515 
54.1° 
0.0517 
527.0 
0.298 X 109 

0.683 X 10-3 

0.0648 
6.65 

Example 4 
(with side 

constraints 
only) 

1.076 
0.395 
21.0° 
0.954 
3.399 
0.5194 
54.4° 
-0.099 
392.0 
2.298 X 109 

16.20 X 10"3 

0.0603 
6.75 

•28 
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•06 
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•0002 
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26 

24 

22 

20 

14 

10 o 

2 4 
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6 
of one 

8 10 12 14 
dimensional minimizatlon-Cu 

Fig. 5 Optimization path for example 4 (side constraints only) 

= * 4 
15 

From Fig. 6 it is observed that the objective function (weighted 
combination of losses and mass) is quite sensitive to variations in Xi, 
X%X$ and X5. The sensitivity of the two components of the objective 
function is shown in Figs. 7 and 8. Fig. 7 shows that the losses are more 
sensitive to the variables X2, X3, X4 and X$ compared to the other 
four variables. Similarly figure 8 indicates that the mass of the stage 
is more sensitive to the diameter of the turbine compared to the 
variables X2, X-j and X%. The mass is almost independent of the 
variables X3, X4, X5 and X6. 

The sensitivity of the mechanical response quantities, namely, 
stress, deflection and fundamental natural frequency with respect 
to the various design parameters is shown in Figs. 9-11. It can be ob
served that all these quantities are most sensitive to the variables Xi 
to X1 and less sensitive to the other variables. 

Figs. 12-14 represent the variation of the aerodynamic response 
quantities, namely, degree of reaction at root, flow coefficient, stage 
temperature drop coefficient, stator blade angle at outlet, and degree 
of reaction at mean radius with a percentage change in design vari
ables. It can be seen (Fig. 12) that the degree of reaction at root is more 
sensitive to the variables X^ and X% compared to the other variables. 
The stage temperature drop coefficient is found (Fig. 13) to be quite 
sensitive to X\, X§, X-j and Xg, and independent of the variables X% 
X3, X4 and X$. The flow coefficient is found to increase with in
creasing values of X%, and decrease with increasing values of X\, while 
it is independent of the remaining six variables. Fig. 14 represents the 
sensitivity analysis of degree of reaction at mean radius and gas outlet 
angle of stator blades. It is seen that the degree of reaction is most 
sensitive to the variable X7, less sensitive to X\, Xe and Xs, and in
sensitive to the variables X2, X$, X4 and X5. Similarly the stator blade 
outlet angle (0:2) is found to be more sensitive to Xi, Xg and Xs and 
insensitive to changes in the remaining variables. 
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Fig. 6 Sensitivity analysis of objective function 
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Fig. 7 Sensitivity analysis of losses 

Discussion and Conclusion 
For the solution of the problem of designing an axial flow gas turbine 
stage, the interior penalty function approach with Davidon-
Fletcher-Powell method of unconstrained optimization and cubic 
interpolation technique of one dimensional minimization has been 
found to be quite satisfactory and gave the optimum results in about 
15 one dimensional steps. 

An increase of 2.48 percent efficiency has been obtained with the 
first starting point while it was 6.70 percent with the second starting 
point in the first example. Along with the increase in efficiency, there 
has been an appreciable decrease in the mass of the stage. In the case 
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Fig. 8 Sensitivity analysis of mass 

70 80 90 100 110 120 130 11,0 

Design variable as a percentage of optimum value 

Fig. 9 Sensitivity analysis of stress at root 

of example 2, it has been found that there is a drastic decrease in the 
mass of the stage (about 80 percent) at the optimum point. Mostly 
this decrease is due to the decrease in the mean diameter of turbine 
stage. When the mean diameter is reduced the blade size reduces, and 
since this smaller blade has to carry all the gas bending force, the gas 
bending stresses become larger and reach criticality at the optimum 
point. It has been observed that efficiency also increases along with 
the decrease of weight. However, the optimum results indicate that 
more reduction in weight can be obtained only at the cost of efficiency. 
When equal weightage is given to the loss and the mass of the stage, 
the optimum results indicate a compromise between maximization 
of efficiency and minimization of mass. It has been observed that in 
all the cases the weight reduction is mostly due to the decrease in the 
mean diameter. In all the optimization problems, the constraints on 
the degree of reaction at the root and the stresses in the blade have 
been found to be critical at the optimum. 
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Fig. 10 Sensitivity analysis of tip deflection 
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Fig. 11 Sensitivity analysis of first natural frequency 

It has been observed that the losses are more sensitive to the chord 

and spacing of the rotor blades while the mass of the stage is most 

sensitive to the mean diameter of the rotor. The mechanical response 

parameters, namely the deflection, stress and fundamental natural 

frequency of vibration of the blade, have been found to be most sen

sitive to variations in the mean diameter of the rotor and the exit angle 

of the rotor blade (/33), The degree of reaction at root was found to be 

most sensitive with respect to /?3 and axial velocity of flow. 

The present study demonstrates that the computer program de

veloped can be used for the unified design of axial flow gas turbine 

stage. The method can also be used for the optimization of multistage 

turbines without much difficulty. 
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Fig. 12 Sensitivity analysis of degree of reaction at root 
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Fig. 13 Sensitivity analysis of flow coefficient and stage temperature drop 
coefficient 
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An Instrument for Spray Droplet 
Size and Velocity Measurements 
Laser light scattering techniques that measure the size of single droplets at a time have 
experienced difficulties when applied to high number density sprays. This problem has 
been alleviated by developing the particle sizing interferometric method for the off-axis 
detection of scattered light. The method has the advantages of being insensitive to the ab
solute intensity of the light scattered and light absorbed by the droplet and measures the 
droplet size and velocity simultaneously. A theoretical description of the technique is 
given along with experimental verifications of the results. The experiments showed that 
the method can produce accurate in situ measurements of typical nozzle sprays when 
large off-axis light collection angles are used. 

Introduction 
Accurate size and velocity measurements of liquid sprays are im

portant for a broad range of applications. General areas of application 
include fuel nozzle spray characterization, evaluation of scrubbers, 
aircraft icing studies and measurements of industrial and agricultural 
sprays. The fuel spray applications are of contemporary interest in 
combustion research because of the need to improve the combustion 
efficiency and reduce harmful emissions. Research into fuel atom-
ization and fuel-air preparation dynamics requires the measurement 
of fuel droplet size, size-velocity correlations, air and fuel velocity and 
turbulence intensity. Several laser light scattering techniques have 
been developed that satisfy some of the measurement require
ments. 

The light scattering detection techniques can be separated into two 
categories, those that make size measurements of single droplets and 
systems that measure the light scattered by a collection of particles 
in the collimated laser beam. Multiple scatter detection systems can 
typically make size measurements in particle or droplet fields having 
a higher number density than the available single particle counters 
can handle. Unfortunately, the method does not provide a good spatial 
resolution and it does not measure the velocity of the droplets which 
limits its application in spray nozzle measurements. In addition, the 
method assumes an a priori particle size distribution which it fits 
mathematically. Measurements in the presence of facility windows 
have also been reported to have created errors in the measurements. 
The single particle detection techniques have relatively good spatial 
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MECHANICAL ENGINEERS and presented at the Winter Annual Meeting, New 
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resolution and signal-to-noise characteristics but have been limited 
to sprays with low to moderate number densities. 

In the present paper, an instrument based on an interferometric 
technique has been developed for measuring the size and velocity of 
individual droplets at rates to 104/s in sprays with relatively high 
number densities. Particle sizing interferometry has been described 
in the literature [1-4]. Recently, the general concept has been ex
tended by Bachalo [5] to utilize off-axis scatter detection which is 
effective in reducing the size of the measurement volume and the 
background noise produced by particles crossing the laser beams 
outside of the crossover region. In the size range (3 fim to 5 mm) over 
which this technique can be used, the scattered light fields can be 
defined with geometrical optics laws. For sufficiently large off-axis 
collection angles, as defined in the analysis, the scattered light is 
primarily due to refraction and reflection with the diffractive com
ponent remaining concentrated in the near-forward direction. It is 
the refracted and reflected light that is used to measure the droplet 
size. With this analysis, the measurement capability of the interfer
ometric method has been extended to a much greater size range and 
can operate in sprays with at least an order of magnitude greater 
number densities than the on-axis single particle counters. 

The off-axis detection method will be described briefly and the 
relevant parameters identified. Several detection angles, including 
90 deg, have been tested and these results will be presented to help 
demonstrate the flexibility of the measurement concept. As in all 
scatter detection instruments, the measurement cross-section is a 
function of the particle size and the collection optics. An analysis of 
this functional relationship is given. The complete optical package 
and electronic processing systems required for the convenient oper
ation of this instrument have been developed. Descriptions of the 
hardware and software required for the implementation of this 
technique are given. 

798 / VOL. 102, OCTOBER 1980 Transactions of the ASME 
Copyright © 1980 by ASME

  Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Droplet Sizing Interferometry 
Theoretical Description. Light scattered by spherical droplets 

with diameters much larger than the wavelength of the incident light 
can be described by the simplified geometrical optics theory. Van de 
Hulst [6] has shown that for a > 10 (where a = ird/X), the scattered 

Fig. 1 bay trace diagram showing the angles used in the light scattering 
analysis 

electromagnetic radiation can be described using the simplified the
ories of diffraction, refraction and reflection. One half of the scattered 
light is due to diffraction which is concentrated in the forward di
rection about the laser beams. The other half is due to refraction and 
reflection which are scattered in all directions about the spherical 
droplet. With the appropriate selection of off-axis angles for the size 
and index of refraction of the droplets to be measured, the diffracted 
light can be removed from consideration. 

The present technique for sizing spherical droplets is based on the 
measurement of the relative phase shift that occurs when two light 
waves pass through the droplets on different paths. Figure 1 shows 
a sketch of two rays (which are normal to the waves) that pass through 
the droplet and arrive at a common point on the plane of detection. 
It remains to measure the interference pattern of the scattered light 
and relate it to the droplet size. To accomplish this, a method was 
adopted which has been used for particle sizing interferometry [1]. 
The schematic diagram of the optical arrangement required for the 
implementation of the technique and the coordinate system used in 
the analysis are given in Fig. 2. By measuring the visibility or ampli
tude modulation of the interference pattern formed by the scattered 

BEAM 

Fig. 2 Schematic diagram of the interferometer showing the coordinate system 

-Nomenclature. 
A = area of the lens aperture 
d = particle diameter 
Esi, Es2 = complex electromagnetic field 

functions 
/ = scattered light intensity 
ID = Doppler component of the Doppler 

burst signal 
* max tfmin) = total energy received by. the 

collecting lens when a bright (dark) fringe 
is centered on the lens 

m = droplet index of refraction 
n = light wave impedance 
P = pedestal component of the Doppler burst 

signal 
V = measured signal visibility 
x = coordinate normal to the bisector and in 

the plane of the two beams 
y = coordinate normal to the bisector and the 

plane of the two beams 
Z = coordinate along the bisector of the two 

beams 
a = wd/\ = dimensionless size parameter 
/3 = angle measured from the bisector of the 

laser beams to the center of the collecting 
lens 

7 = beam intersection angle 
8 = A/2SinY/2 = interference fringe spacing 

in the probe volume 
61,62 = scattering angles from beams 1 and 

2 
X = laser light wavelength 
a = phase angle between scattered fields Es\ 

and Es2 

Ti, T2 = ray incident angles measured from 
the droplet surface tangent for beams 1 
and 2 

T'I, T'I = refracted ray angles for beams 1 and 
2 
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Fig. 5 Photograph of the far field scatter distribution

droplet from which scattered light is detected and will thus provide
adequate sensitivity to the droplet size.

There are angles at which the light reflected and refracted by the
droplet are of the same order of magnitude but will be out of phase.
Light collection at these angles should be avoided in order to prevent
ambiguity in the measurements. In some special cases, the visibility
from the reflected component can be very close to that measured fmm
the refracted light. Fortunately, the expressions are simple enough
such that the visibility curves for any number of collection angles,
collection fiNos. and indices of refraction can be calculated easily with
a computer. .

Figure 4 shows the theoretical curves relating the visibility to the
particle size to fringe spacing ratio (dIOJ, for three off-axis collection
angles. By choosing the appropriate value of Ii any size range of 10:1
can be measured within the total range of 3,um to 5 mm. The 10:1 size
range is limited by the loss of sensitivity of the visibility to droplet size
at the high visibility end and the secondary increase in visibility at
the low end where more than one particle size could produce the same
visibility.

Parameters affecting the measured visibility include the fringe
spacing, the collection aperture (shape and size), the collection angle,
and the droplet index of refraction. The fringe spacing, or more ap
propriately, the beam intersection angle determines the phase dif
ference of the two waves passing on different paths through the
droplet and arriving at the same point in the detection plane. A unique
relationship exists between the projected fringe spacing and the in
cident beam intersection angle, droplet index of refraction and di
ameter. The projected fringe pattern, Fig. 5, collected over a finite lens
aperture produces a visibility that will depend on the size and shape
of the collection aperture. In the detection plane, the scattered fringe

1.0 2,0 3.0 '+.0 5.0 6,0 7.0 8.0
d/6

Flg.4 Theoretical curves relating the visibility to dlo with different off-axis
angles
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where IEs I is the magnitude of the comple)!: field function, (j is the
phase angle between the scattered fields Est and Es2, and n is the wave
impedance. The visibility which is the ratio of the a.c. or Doppler
component of the signal to the d.c. or pedestal component (Fig. 3) can
be defined as

w

'"~
.J
o
>

light and collected over a finite collecting aperture, adequate infor
mation to size the droplets can be obtained.

The intensity of thelight scattered by a droplet located at the in
tersection of two laser beams can be written as

v = 21 SAlen.SIEst! lEd cos (j dAI
SAlen.SIIE~llz + IEsz12\ dA

The scattered light amplitude functions are described using the
theory outlined in Van de Hulst [6] and the details of the analysis are
given in reference [5]. Information on the size of the droplet is con
tained in the phase shift of the light waves passing through the
spherical droplet. Two plane waves incident on the droplet, one from
each beam, pass through the droplet at angles that differ by the beam
intersection angle. The waves scattered from each beam arrive at the
detection plane with a phase difference which forms the interface
pattern. Relationships describing the phase shift of the light waves
passing through the droplet (of reflected from it) assume that the
particles are spherical. However, for most applications, this as
sumption is good as has been demonstrated by holographic and flash
photography imaging of the spray droplets. In general, detecting re
flected light is not as sensitive as refracted light for sizing droplets,
but can be advantageous in some special applications. For example,
when sizing opaque fuel droplets, there is no choice but to collect re
flected light. The use of a small fiNo. will increase the area of the

TIME

(C) DOPPLER COMPONENT

Fig. 3 Doppler burst signal sho\ylng the doppler and pedestal compo
nents
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Fig. 8 Oscilloscope trace of doppler burst signals produced by the mono
disperse droplet stream
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e "'" JO~
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Effects of refractive index on the visibiiily curveFig. 6

Fig. 7 Monodlsperse stream of water droplets 46 /lm in diameter

.8

.6

.4

.2

1.0pattern forms hyperbolic curves centered on the transmitted beams.
Larger off-axis angles increase the visibility detected because the
spacing of the fringes produced by the scattered light increases with
distance from the beam axis.

The droplet index of refraction influences the phase shift produced
as the waves pass through the droplet; that is, when refracted light
is collected. The visibility produced by reflected light is independent
of the index of refraction which makes it a useful alternative when
refracting index is unknown. Figure 6 demonstrates the relative effect
of the index of refraction on the visibility produced by refracted light
at 30 deg. A rather extreme difference in refractive index of 1.33
(characteristic of water droplets) and 1.45 (for some organic com
pounds) would cause a measurement uncertainty of~ ±6 percent if
the index was assumed to be 1.4. The change of index of refraction of
liquids with temperature is very small. For example, water changes
mo - mlOO ~ 0.014 over 100°C change in temperature. If larger
changes of index of refraction are expected (for instance, in pressur
ized combustors), reflected light should be collected since its visibility
is independent of m.

Experimental Verification
Extensive droplet measurements were made of known-sized

droplets throughout the size range of the instrument and with various
optical configurations. In the intermediate size range (30 /lm to 500
/lm), the Berglund-Liu [7] vibrating orifice monodisperse particle
generator was used to produce known-sized primary droplets. Figure
7 shows an example of one such mono-disperse stream of droplets 46
/lm in diameter produced by the device. The small sizes (3 to 30 /lm)
required the use of the dilution technique which entailed mixing al
cohol and oil together in a known concentration and to form primary
droplets from the solution. Then the alcohol, being more volatile,
evaporated to leave small secondary droplets of oil of known size.

Producing large droplets (2 - 3 mm) was accomplished with a hy
podermic needle and a constant flow-rate syringe drive used to form
a steady stream of drops. Knowing the drop formation rate and liquid
flowrate, the droplet size was accurately determined. Photographs
of these droplets were also made to verify their size.

The instrument was used to measure the monodisperse droplet
streams and the results were stored in histogram form on the video
display unit. Figure 8 is an oscilloscope trace of a string of Doppler
burst signals produced by the instrument while measuring the droplet
stream shown in Fig. 7. A histogram of the measured 46 /lm droplets
is given in Fig. 9. With 64 bins or size increments per decade of size
range, most often only one bin would fill even after severai repeated
measurements. Broadening in the data distribution was inevitably
traced to the monodisperse generator. Although the droplet generator
provided exceptionally uniform droplet sizes when it is working
properly, its use requires a great deal of patience and careful operating
practices to maintain optimum conditions.

Figure 10 shows the comparison of the measured visibility related
to droplet size and the theoretically computed curves. These examples
are typical of the results obtained for different collection angles and
optical parameters. It was determined that the large droplets could
be measured with the interferometer to ±2 percent of the actual size
determined by direct measurement. Similar accuracies were observed
in the intermediate size range (30 to 500 /lm). In the size range of 3
to 30 /lm, it was much more difficult to control the droplet formation
due to difficulties with the monodisperse generator. Nonetheless, the
achievable accuracy was determined to be within ±5 percent of the
expected droplet size.

Measurements in sprays were also performed to evaluate the
technique when used in high density polydisperse sprays. By com
parison to the on-axis mode of operation, the signals at a 30 deg off
axis angle, for example, showed significant improvement in the sig
nal-to-noise ratio because the aperture on the photo-multiplier rejects
the light scattered from all particles passing through the beams except
those that pass through the be~m overlap region. This also serves to
reduce the error in the measurement resulting from droplets being
detected that did not cross the beams where they completely overlap.
The reduction in the measurement cross-section served to signifi-
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Fig. 10 Comparison of the theoretically computed curves to the measured 
results 

cantly reduce the probability of more than one droplet being detected 
in the probe volume at one time. A qualitative estimate of the spray 
number densities that can be handled with the system was obtained 
by observing the separation between signal bursts on the oscilloscope 
trace. Sprays with at least an order of magnitude higher number 
density than was measurable with the on-axis technique could be 
measured with the off-axis scatter detection method. 

In very dense sprays or as a result of facility constraints, 90 deg 
scatter detection can be used. The light scattered by the droplet is, 
in this case, dominated by reflection. Figure 11(a) shows the schematic 
of the measurement region for this case. It is not difficult to see how 
the 90 deg cone of light collection intersecting the focused laser beams 
forms an extremely small measurement volume. The focused beam 
diameters can be as small as 50 fixa in the standard system and the 
aperture on the photomultiplier is set to admit the image of the beam 
(~ 50 /xm diameter for 1:1 magnification). The theoretical curve for 
the 90 deg scatter detection angle is shown in Figure 11(6) along with 
experimentally obtained data points that verify the predictions. Good 
agreement demonstrates the accuracy of the theoretical predictions 
and serves to demonstrate the versatility of the method. 

Defining the Measurement Cross-Sectional Area 
As discussed above, one of the most important characteristics of 

the off-axis particle sizing interferometer method is its ability to re
strict the measurements to a very small cross sectional area. This re
duces the probability of multiple particles in the proble volume and 
thus allows the application of the method in the presence of high 
particle densities. Particles crossing the probe volume will scatter light 

PMT APERTURE 

Fig. 11(a) Schematic of the 90 deg light scatter detection showing the ef
fective reduction in the measurement cross section 

f/2.2 Collection Len 

- 90-

- 0.6328 ym 
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d/« 

Fig. 11(6) Visibility curve for the 90 deg light scatter detection with mea
sured data 

in proportion to their size [6]. However, Fig. 4 shows that in the range 
of interest (no ambiguity) the larger particles will also have a smaller 
visibility. That is, the pedestal component of the signal will grow with 
the size of the particle but the Doppler modulation will grow as the 
product of the pedestal and the visibility. This product is zero when 
the diameter is very small, reaches a maximum for intermediate size 
particles and decreases to zero again for larger particles. Figure 12 
illustrates this effect. 

The magnitude of the pedestal and the Doppler component will 
then determine the size of the sampling volume. Particles with a large 
magnitude of the Doppler component will be detected over a larger 
volume than those with a smaller modulated signal. 

The instrument described will count the number of particles in each 
size range. Because the probability of detecting particles that produce 
a small modulated signal (have a small sampling volume) is smaller 
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than the probability of detecting particles with a large modulated 
signal, the instrument will display a biased histogram of particle size 
versus the number of particles. In order to correct for this biasing 
effect, the detectable cross sectional area of each particle size must 
be known. The number of particles detected at a given size range will 
then be divided by the normalized cross sectional area to obtain the 
correct distribution. Notice that this correction is necessary in any 
optical method presently used. 

Some of the details to obtain this detectable cross sectional area 
will now be presented. 

For any configuration the visibility can be expressed as: 

V-
+ In 

(3) 

where Imm (7min) is the total energy received by the collecting lens 
when a bright (dark) fringe is centered over the lens. This definition 
is equivalent to equation (2). 

The pedestal component is given by (see Fig. 3): 

; + /n 

and the peak to peak Doppler component by: 

(4) 

(5) 

Detectable particles are those that produce signals with a Doppler 
intensity component exceeding the minimum threshold level (IT) 
imposed by the electronics but do not saturate the amplifiers. 

In order to limit the size of the detectable cross sectional area and 
at the same time obtain an accurate measurement of the visibility, 
it is required that a minimum number of fringes be processed by the 
visibility processor. Typical number of fringes range between 8 and 
20. Hence, it is only of interest to detect particles that exceed the 
threshold when crossing that many fringes. 

If the gain of the photodetector, the amplification level of the 
processor, or the intensity of the laser were increased, there would be 
particles whose scattered light would saturate the amplifiers and 

TIME TIME 

U ) SMALL PARTICLE U ) LARGE PARTICLE . 

Fig. 12 The effect of particle size on the signal visibility and amplitude 

would not be detected due to the overload protection system. This 
feature is used to obtain very broad particle size distributions, since 
the dynamic range is constrained by about a factor of 10. That is, of 
particles in the range 10 to 600 jtm are to be measured, two ranges 
would be used to measure this broad distribution: 10 to 90 /im and 80 
to 640 fim. It is important that the gain of the detector be set properly 
such that all particles in the decade size range are detectable. For this 
purpose, an electronics level detection logic circuit has been developed 
to automatically set the photomultiplier gain. 

Figure 13 illustrates a particle in the probe volume. The image of 
this particle will be collected through an aperture by the photomul
tiplier tube. If the scattered light collected by the PM tube exceeds 
the threshold when crossing the minimum number of fringes estab
lished without overloading the amplifiers, its signal will be accepted 
and stored in the memory of the processor. 

Notice that if an aperture did not limit the measuring area, particles 
far from the center of the probe volume would be detected. The visi
bility of such particles is different [8] than particles of similar size 
crossing through the center of the probe volume. To minimize this 
error, the measuring area is kept as small as possible using a small 
aperture on the photomultiplier tube. The off-axis light scattering 
detection technique is especially effective in minimizing this error 
source. Since the measuring cross sectional area can be used to de
termine the sample volume of different size particles, and the particle 
velocity is measured, the number density of the particle or droplet 
field can be determined. 

Instrument Design 
Optical Configuration. The optical system must have sufficient 

flexibility to accommodate the wide range of size measurements, 
various off-axis scattered light detection angles, and flow directions. 
Figure 14 is a schematic drawing of the optical system which consists 
of separate transmitting and collecting packages. Separation of the 
two packages is convenient for off-axis forward scattering applications 
wherein the optics must be located on both sides of the test facility. 
Where this is not the case, the packages can be fixed together on a 
common base. 

A 15 mW helium-neon laser provides the required coherent light 
source. Several optical configurations are required to provide the 
probe diameters and interference fringe spacings appropriate to the 
size ranges to be measured. With the combination of the collimating 
beam expander and transmitting lens that can be easily inserted or 
removed from the optical path, the complete range of probe diameters 
can be achieved. A path-matched beamsplitter and rotator assembly 
has been designed to make the setting of the beam spacing and flow 
direction sensitivity accurate and easy. To establish the correct optical 
arrangement for the droplet size range to be measured, the estimated 

Fig. 13 Schematic showing the constraints on the measurement cross section 
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Fig. 14 Optical configuration of the instrument 

mean size is input to the system's microcomputer and the required 
optical setup is displayed on the video monitor. In the standard sys
tem, the beam crossover that forms the measurement volume is 75 
cm from the exit window. This distance can be changed from a few 
centimeters to several meters if necessary. 

The transmitting system can be fitted with Bragg cell frequency 
shifting to control the relative frequency bandwidth and to resolve 
any flow direction ambiguity. An example of such an application is 
in the measurement of the mass flow of water droplets impinging on 
a nuclear reactor fuel rod and the amount of droplet rebound that 
occurs. With the present system, the size and velocity of each droplet 
incident and rebounding can be measured. Frequency shifting allows 
the separation of the incident droplets from those rebounding. 

Scattered light is collected in the standard system with a 125 mm 
diameter, f/5 lens. In the collecting optics package, the collected light 
is focused by a second lens onto an aperture on the photomultiplier 
tube. The size of the aperture is variable to accommodate the par
ticular probe diameter being used and still remain small enough to 
block light scattered from outside of the probe volume. 

Electronics for Data Processing. A visibility processor has been 
developed to rapidly and accurately measure the signal visibility and 
Doppler period. The system has several innovations that ensure ac
curacy in the signal processing and simplify the operation of the in
strument. A TMS 9900 16-bit microprocessor is used in the system 
to control the processing functions and data outputs. 

Signals from the photomultiplier are separated into the ac and 
pedestal components with built-in filters. The a-c signal is tested with 
a three-level detector that rejects signals that do not cross the positive 
threshold voltage level, the zero level, and then the negative threshold 
on each cycle of the burst. This circuit is very effective in rejecting 
spurious noise that may have been generated electronically or opti
cally. In addition, a periodicity check is made on the burst signal to 
ensure that the period of the Doppler frequency remained constant 
over the burst duration to within a preset percentage. The Doppler 
period is measured over 5,8 or 16 cycles, A 62.5 MHz clock oscillator 
is used to load counters that are turned on by the first valid cycle and 
turned off at the end of 5, 8 or 16 cycles. The microprocessor deter
mines the Doppler period averaged over the number of cycles, routes 
the data to the front panel display and multiplexes the period and 
visibility to the output port. Visibility can be measured over a signal 
frequency range from 2 KHz to 5 MHz and the Doppler period from 
2 KHz to 10 MHz. 

Signal visibility is determined by performing an analog integration 
of the rectified a.c. and d.c. components of the signal and dividing the 
result. The result is displayed on the front panel LCDs and also output 
as a 10-bit number. Data rates as high as 104/s are possible with this 
system. 

In an effort to remove the subjective judgment from the setup of 
the system, the instrument functions have been automated wherever 

possible. Setting the correct photomultiplier voltage is handled by 
the microprocessor which automatically raises the gain so that the 
largest particles will not saturate the amplifiers but the smallest 
particles in the range will be detected. A circuit has been introduced 
to automatically null any d-c background that may occur. The signal 
detection level or threshold can be set automatically or manually. 

Data Management. A microcomputer utilizing a 6502 micro
processor is used for the data handling and reduction. The system 
produces histograms of the droplet size and velocity on a video display 
unit as the data is accumulated. Sample time and the number of 
samples recorded are also displayed. When a preset number of sam
ples have been measured, the tabulated results can be printed or 
stored on floppy disks. Two 100 kilobyte floppy disk units are pro
vided, one for software storage and the other for data. 

Software is used to reduce the data and to calculate the various 
mean particle sizes, e.g., Sauter, linear, surface and volume mean di
ameters. With the measured velocity and the probe cross section, the 
mass flux and concentration can be evaluated. Mean velocity, tur
bulence intensity and droplet size-velocity correlations are also 
available from the measured quantities. 

Preliminary Experimental Data 
In fuel spray combustion, it is known that the spray density, and 

the fuel-air mixing can significantly increase the amount of unburned 
hydrocarbons and formation of NOx in the flow. The present method 
will be invaluable in evaluating the affects of droplet size and velocity, 
and the air-fuel mixing on the combustion processes. A measurements 
program is currently in progress to characterize the spray from a 
Sonicore atomizer operating with Number 2 fuel oil. Measurement 
of the atomizer spray distributions were made with the droplet sizing 
interferometer and will also be made with the holographic imaging 
system. These measurements will allow the comparison of the mea
sured size distributions and a determination of the morphology of the 
spray. 

Figure 15 shows the Sonicore atomizing nozzle mounted in the spray 
rig. It is evident from the scattered light intensity seen in the photo
graph that the spray droplet number densities are high. Nonetheless, 
single droplet measurements were obtained without difficulty. 
Measurements were possible at locations within a few centimeters of 
the nozzle exit. The spray size and velocity distributions were mea
sured at various axial and radial locations. For each droplet measured, 
the size and velocity was determined and stored in the data man
agement system memory. These data could then be used to evaluate 
the size and velocity distributions, turbulent fluctuations, and the size 
velocity correlations. 

A sample size distribution is shown in Fig. 16. This sample was 
obtained 5 cm below the nozzle exit on the centerline of the spray. The 
nozzle air pressure was 6.89 kPa. At this station, the Sauter mean 
droplet diameter and the size standard deviation were measured to 
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Fig. 15 Photograph showing the Sonlcore spray nozzle, the spray plume,
and the laser beams forming the measurement cross section 6

be d32 = 48.6 foLm and s = 7.58 foLm, respectively. The mean size was
found to increase slightly with radial distance from the spray cen
terline. This was due to the fact that the droplets left the nozzle with
a radial component of velocity. The larger droplets had a greater
momentum, and hence traveled further outward from the centerline
of the spray.

In Fig. 17, the droplet velocity has been plotted for increments of
size taken at the same location as the size distribution of Fig. 16. The
smaller droplets can be seen to have decelerated more rapidly than
the larger ones. This effect produces differences in the size distribu
tions determined by systems that measure over a collection of particles
in a collimated laser beam and those that measure single particles.
Since the droplet flux given by

is constant (assuming no impaction or evaporation), a change in ve
locity, v(d), of the small droplets may result in a proportionate change
in the number density, (N(d)). Thus, an instrument that measures
the particle size distribution over a volume will measure more of the
slower particles than the single particle counter instruments. The
droplet sizing interferometer responds to the particle flux and local
number densities can be obtained since velocities are also measured.
These local values can be integrated throughout a cross section to
obtain the average size provided by the first instrument or can be used
as such when the size distribution is needed.

The ability to measure the size distribution at essentially point
locations in the spray proved to be important. Because of the nozzle
construction, the spray field was not axisymmetric. Furthermore, the
small droplets at the outer edge of the spray were seen to recirculate
even with a OAm/s screen airflow around. the nozzle. A path integra
tion measurement of the spray would have been biased toward the
smaller droplets depending on the amount of recirculation that oc
curred.

The complete nozzle characterization data and analysis will be
published at a later date.

Axial Location
5 em

20 40 60 80 100
d. MICRONS

Plot of the spray droplet size - velocity variationsFig. 17
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Conclusions
An instrument for measuring droplet size and velocity in sprays has

been developed. Although the method is conceptually similar to
particle sizing interferometry, the interference pattern measured is
produced by a different light scattering mechanism. Utilizing off-axis
light scattering detection made possible with this analysis, has proven
to be a significant advantage when measuring in high density sprays.
By the measurement of known-sized droplets, the theoretical de
scription of the visibility variation with droplet size has been verified
for both 'refracted and reflected light.

Measurement difficulties using refracted light may be experienced
if the droplet index of refraction is not known or varies because of
thermal effects. This effect is, in general, very small (Fig. 11) and re
flected scattered light could be used when large changes are expected
in the index of refraction. Droplet asphericity may also affect the
measurements. But, if the droplets are randomly oscillating, mea
surement over 10,000 or more should produce an accurate measure
ment of the equivalent sphere. When the droplet is deformed in some
preferred direction, for example, because of the aerodynamic pressure
distribution, the fringe pattern can be rotated to measure the droplet
diameter in two or more directions. A shape factor of the droplet can
then be determined.

The most significant contributions realized with the present
technique are the ability to make measurements over a very large size
range (3 foLm to 5 mm). The system can be used either as an on-axis
particle sizing interferometer for particl~s in the size range of 2 to 200
foLm or in the off-axis forward, 90 deg, or backscatter mode when sizing
liquid droplets. It is conceivable that more than one light scattering
mode would be used for simultaneous particle and droplet measure
ments or to cover more than one decade of droplet size at one time.

(6)F = N(d) v(d) A

Journal of Engineering for Power OCTOBER 1980, VOL. 102 / 805

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acknowledgment 
The Sonicore atomizer measurements were conducted in a spray 

facility provided by the Energy and Environmental Research Cor

poration, El Toro, Calif, and funded under the Fundamental Com

bustion Research Program project manager, Mr. Steve Lanier. 

R e f e r e n c e s 

1 Farmer, W. M., "The Interferometric Observation of Dynamic Particle 
Size, Velocity and Number Density," Ph.D. Thesis, University of Tennessee, 
1973. 

2 Robinson, D. M., and Chu, W. P., "Diffraction Analysis of Doppler Signal 
Characteristics for a Cross-Beam Laser Doppler Velocimeter," Applied Optics, 
Vol. 14, No. 9, Sept. 1975. 

3 Roberds, D. W., "Particle Sizing Using Laser Interferometry," Applied 
Optics, Vol. 16, No. 7, July 1977. 

4 Adrien, R. J., and Orloff, K. L., "Laser Anemometer Signals: Visibility 
Characteristics and Application to Particle Sizing," Applied Optics, Vol. 16, 
No. 3, 1977. 

5 Bachalo, W. D., "A Method for Measuring the Size and Velocity of 
Spheres by Dual Beam Scatter Interferometry," submitted to Applied Op
tics. 

6 van de Hulst, H., Light Scattering by Small Particles, John Wiley & Sons, 
New York, 1957. 

7 Berglund, R. N., and Liu, B. Y. H., "Generation of Monodisperse Aerosol 
Standards," Environmental Science and Technology," Vol. 7, Feb. 1973. 

8 Roberds, D. W., Brasier, C. W., and Bonar, B. W., "Use of a Particle Sizing 
Interferometer to Study Water Droplet Size Distribution," Optical Engineering, 
Vol. 18, No. 3, May-June 1979. 

806 / VOL. 102, OCTOBER 1980 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ali Montakhab1 

Mechanical Engineering Department, 
Stanford University, Stanford, CA 

Mem. ASME 

Analysis of Heat Transfer Surface 
Geometries for Dry Cooling Tower 
Applications 
An analysis of heat exchanger surface geometries for the purpose of reducing dry cooling 
tower cost is presented. Two sets of results are derived. The first set can be used to evalu
ate, heat transfer surface geometries in an attempt to select those most suitable for dry 
cooling tower applications. The second set of results can be used to direct research and 
development efforts toward developing better geometries for dry cooling tower applica
tions. The first set of results is general and is applicable to all heat exchanger surface 
geometries. The second set is valid only for helical round or continuous fins having 
smooth, serrated, or cut fins and for staggered and in-line tube arrangements. The meth
ods developed in this paper are not restricted to dry cooling towers per se, but are valid 
for other applications of fin tube heat exchangers as well. 

Introduction 
There is growing acceptance of the future necessity for dry and 

wet/dry cooling tower systems for large power station. This is in spite 
of their economic penalty compared with once-through cooling, 
cooling ponds, and evaporative cooling towers. If technological im
provements succeed in reducing the current costs of dry cooling 
towers, their future applications will be accelerated. 

The cost of the heat exchanger surface is a large fraction of the total 
dry cooling tower cost, and the tower structure, which is indirectly 
affected by the heat exchanger system, is also a major cost factor. In 
a mechanical-draft dry cooling tower, a major operating cost is the 
fan power requirements, which is dependent on the pressure drop and 
flow rate of the air through the heat exchanger. The hot-fluid pumping 
power in the indirect system is also another operating cost factor. In 
the direct air-cooled condenser system, this pumping power is not 
applicable but the pressure drop of the steam in the condenser has 
to be paid for in terms of a higher turbine backpressure, which results 
in lower plant efficiency and specific power. 

A method was developed in [1] for the design, analysis, and pre
diction of dry cooling tower performance. In [1] tower size, pumping 
power requirement and heat exchanger surface geometry is related 
to the flow conditions, heat exchanger surface geometry and other key 
design variables. The present paper uses the results obtained in [1] 
as a basis for the analysis of finned tube surface geometries in order 
to establish methods of reducing heat exchanger surface area, tower 
size, and pumping power requirements. 

Influence Coefficients 
Four criteria are used in studying the effect of heat transfer surface 

geometry on dry cooling tower design: (1) the draft height or pumping 
power requirement on the air side ZE, (2) heat transfer surface area 
requirement A, (3) pumping power requirement on the water side 

Wkp, and (4) heat exchanger frontal area Ax. The expressions for 
these quantities are derived in [1] and is summarized in the table of 
influence coefficients (Table 1) given in this reference: 

draft height:1 

(1) 
a2 St Zg e8 

heat transfer surface area: 

T J
 1 X Ntu 

PicpTi S t V i ed 

water-side pumping power requirement: 

VpWkp/q 1 pw <J<JW X 

fwVu,3 Pici?1! ' 2gc ' aDt ^ ' St Vx 

heat exchanger frontal area: 

. . / , = l . 1 1 

Nu 

1 Present address: Teheran University of Technology, P.O. Box 3406, 
Teheran, Iran 

Contributed by the Utility Operations Committee for publication in the 
JOURNAL OF ENGINEERING FOR POWER. Manuscript received at ASME 
Headquarters September 14,1979. 

(2) 

(3) 

--.., (4) 
PxCpTx Vr 0-1 

The influence coefficients for equations (1-4) are given in Table 1. 
It is assumed that the water flow rate, water inlet and outlet tem

perature, and ambient conditions are specified. Then, using the ap
proach described in [2], the air temperature rise or air flow rate can 
be made to result in optimum design conditions exclusive of heat 
transfer surface geometry selection. If optimum air temperature rise 
or air flow rate are found, then property-dependent and capacity-
rate-dependent influence coefficient of Table 1 can be established. 
Then to find the conditions for the most suitable heat exchanger 
surface geometry, it is necessary to study the geometry-dependent 
and Reynolds-number-dependent influence coefficients of Table 1. 

For fixed values of property-dependent and capacity-rate-depen
dent influence coefficients and for given values of J)p and he, the fol
lowing expressions can be written from Table 1: 

1 Because the geometry of the heat exchanger surface affects only the ZE 
component of the draft height, it is not necessary to include other draft height 
component in this analysis. 
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Table 1 Influence coefficients for the draft height, hea t t ransfer surface 
area , wa te r pumping power, and heat exchanger frontal a rea 

Design 
Parameter 

ZE 

A 

Q 

VpWkp/q 

fwV^ 

Ai/q 

Property-
Dependent 
Coefficients 

Air 

1 

1 

1 
PiCpTi 

1 
PiCpTj 

Water 

1 

1 

Pw 

2gc 

1 

Geometry-
Dependent 
Coefficient 

1 
<r2 

0" 

C0"u) • 

—FT be 

1 

Reynolds-
Number-

Dependent 
Coefficient 

/XVi 2 

St 2g 

X 

stvx 
X 

S t V i 

1 

Capacity-Rate 
Dependent 
Coefficient 

N> a 

Ntu 

Ntu 
eo 

1 
0 - 1 

• Notice that NtJcS = llFk.TemITi. 

ZE 
A Vi2 

(5) 

It can 

Wkp 

Q 

A 
— cc 

Q 

a fuiVw 

X(7 

S t V i ' 

aDi 

1 
cc 

X 
s ty / 

be shown for circular tubes that the quantity aw/aD 

(6) 

(V) 

(8) 

i in 
equation (7) is proportional to Di*/Ar, where Di* =Di/D0. Introducing 
this condition into equation (7) enables water pumping power to be 
represented by aDi*\fwVw

s/St ArV\. Multiplication of the functions 
for draft height, heat transfer surface area, and water pumping power 
by the inlet approach velocity Vi yields groupings that are useful in 
establishing draft height (Xz), heat transfer surface area (XA), and 
water pumping power (Xwk) for a given heat exchanger frontal area. 
These groupings are as follows: 

Xz^ZE/A1~-t--V1z, 
St a1 (9) 

X a = A M i o c 
Xa 

St' 

Xwk^Wkp/Ar^^fLV^XA. 

(10) 

(11) 

Considering that ZE, A, and Wkp strongly affect the overall cost of 
dry cooling tower, these functions may be used as a measure to: (1) 
evaluate heat transfer surface geometries in an attempt to select 
suitable surfaces for dry cooling tower applications, and (2) to direct 
research and development efforts toward the manufacture of new, 
improved circular finned tube heat exchanger surfaces for the dry 
cooling tower applications. 

H e a t T r a n s f e r and F l o w F r i c t i o n D a t a 
Reference [3] provides a comprehensive compilation of heat transfer 

and flow friction design data for finned tube heat exchanger surfaces. 
These data have been analyzed, and generalized correlations2 have 
been proposed in the form of/ and /versus Reynolds number [4]. For 

2 By generalized correlations it is meant that the correlation is sufficiently 
general to apply to a class of geometries, not all geometrically similar, and not 
just a single geometry and its class of geometrically similar surfaces. 

.Nomenc l a tu r e . 
Ar = ratio of total air-side area/bare tube 

area 
Ai = heat exchanger frontal area 
A = heat transfer surface area 
cp = specific heat at constant pressure, air 

side 
Dh = hydraulic diameter, air-side hydraulic 

diameter 
Di = tube inside diameter 
D0 = tube outside diameter 
Dh*^Dh/D0 

Di* = Di/D0 

f = friction factor, air-side friction factor 
g-= acceleration due to gravity 
gc = proportionality constant in Newton's 

Second Law 
H = heat exchanger height 
h = convective heat transfer coefficient, air-

side convective coefficient 
h* = h/hw 

j = StX Pr2 / 3 

k = thermal conductivity, air-side thermal 
conductivity 

he = LwlnH 
Lw = water flow length 

= fin length 
= longitu 

£p ~ "p/Uo 
m = defined by equation (17) 
n = number of passes 
Ntu = number of heat transfer units 
Nu = Nusselt number 
Pr = Prandtl number, air-side Prandtl 

number 
q = heat transfer rate 
Re = Reynolds number, air-side Reynolds 

number 
St = Stanton number, air-side Stanton 

number 
T = temperature, absolute scale* 
U = overall heat transfer coefficient 
V = velocity, air velocity 
Vw = water velocity in heat exchanger tube 

Wk = shaft power 
X = defined by equations (9-11) 
ZE = draft height due to heat exchanger 

* Absolute temperature scale is used throughout 
this paper to avoid ambiguity. The reader, however, 
can use a relative temperature scale wherever ap
propriate. 

drag 
a - surface area density (transfer area per 

total volume), air-side surface area den
sity 

« = T W T i - 1 
5+ = defined by equation (20) 
5/ = fin thickness 
<Wi = tube wall thickness 
e - heat transfer effectiveness 
r]f = fin efficiency 
•qo = surface effectiveness 

dm = (0+ l)/2 
\ = h/U 
H = viscosity, air-side viscosity 
p = density 
a = ratio of free-flow area/frontal area, ratio 

of air-side free-flow area/frontal area 
V = defined by equation (27) 
Subscripts 

E = heat exchanger 
/ = fin 
p = pump 
w = water 
1 = heat exchanger inlet 
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a staggered tube arrangement, the heat transfer correlation proposed 
by [4] for helical, round, smooth fins predicts 80 percent of the data 
presented in [3] to within ±10 percent and 95 percent of the data to 
within ±18 percent. For serrated or cut fins, the proposed heat 
transfer correlation matches 80 percent of the data to within ±15 and 
95 percent of the data to within ±20 percent. This correlation is valid 
for a Reynolds number range of 1000 to 10,000 and an extended area 
ratio Ar range of 4 to 25. The heat transfer correlation for the con
tinuous-plate finned tubes predicts 80 percent of the data in [3] to 
within ±12 percent. Pig. 1 compares the deviation of the correlated 
Stanton number of [4] with the experimental results of Kaya and 
London [5] for circular fins. 

The data presented for in-line tube arrangements [3] is somewhat 
less extensive. The error for heat transfer correlations for in-line flow 
arrangements is estimated to be ±20 percent. Reference [4] does not 
discuss the uncertainty of the flow friction design data, however the 
present study found that the correlations in [4] were in close agree
ment with data from other sources (e.g., [5]). Fig. 2 compares the de
viation of the correlated friction factor of [4] with the experimental 
results of [5] for circular fins. 

The correlations for heat transfer and flow friction proposed by [4] 
are as follows for the staggered and in-line tube geometries: 

/ = (12) 

(13) 

Table 2 presents the coefficients and exponents for different fin 
types for staggered and in-line tube arrangements. 

Fundamental Relations 
It can be shown that the air/water area density ratio (a/aw) is equal 

to Ar/Di*, where Ar is the air-side surface area per unit bare tube 
surface area. For the case of negligible wall resistance and zero fouling 
resistance, this relation, introduced in equation (13) of [1]: 

X: h_ 

U~ 

1 a 
—+ — 
Vo au 

h 

T—r~r 

Surface 
Deslgnatioi 

v> v> 

A CF-7. 3'i 

V CF-8.72 
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O CF-7 .0 -5 /8J 

0 c r - 0 . 8 - 1.0J(..) 

« CF-B.8-1 0J(b) 

11.1 

8.06 

5.88 

5.71 

5.71 
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0.408 
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_1 

I 

2.10 

2.10 

1.95 

2.09 

2.01 

2.01 

a a n n a 

j i i _ l _ 

REYH010S NUMBER 

Fig. 1 Correlated Stanton number data [4] compared with experimental data 
of Kays and London [5]. Deviation = (correlation—experiment ^experi
ment 
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< 
0.492 
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Fig. 2 Correlated friction factor data of [4] compared with experimental data 
of Kays and London [5]. Deviation = (correlation—experiment)/experi-
ment 

Table 2 Coefficients for generalized heat transfer and flow friction correlations0'6 

Fin Type 

Helical, round, smooth 
fins 

Helical, round, 
serrated or cut fins 

Continuous-plate fins 

a i<
c> 

0.29 
(0.145) 

0.195 
(0.0975) 

0.130 
(0.065) 

dD 

0.367 
(0.367) 

0.300 
(0.300) 

0.330 
(0.330) 

ax 

0.170 
(0.170) 

0.170 
(0.170) 

0 
(0) 

Restriction 

epmh < 4 

tp/Dh>4 

ePIDh < 4 

eP/nh > 4 

None 

ft) 
0 

(0) 
37.5 

(22.5) 
0 

(0) 
52.5 

(31.5) 
27.5 

(16.5) 

.'& 
3.4 

(2.04) 
0.45 

(0.27) 
4.76 

(2.86) 
0.63 

(0.378) 
0.3375 

(0.2025) 

/? 

0.30 
(0.30) 
0.20 

(0.20) 
0.30 

(0.30) 
0.20 

(0.20) 
0.20 

(0.20) 

PD 

1.42 
(1.42) 
0.65 

(0.65) 
1.42 

(1.42) 
0.65 

(0.65) 
0.65 

(0.65) 

" From [4]. 
b The coefficient an is defined as 

The coefficient /?# is given by 

aR = 1 - ao-

a PO 
P» -H 

1 + glRe-" 

These coefficients «„> and @R are used in equations (26) and (29), respectively. 
c Numbers without parentheses are for staggered tube arrangements; numbers in parentheses are for in-line flow arrangements. 
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yields the following equation: 

X = 

where 

1 Ar , — + — - h * , 
Vo Dt* 

A useful approximate equation for fin efficiency is [5] 

tanh (m£f) 
Vf 

where 

m£f 

kfbf 

(14) 

(15) 

(16) 

(17) 

Equation (16) is derived for a straight fin with a constant conduction 
cross section. It provides a less accurate approximation for circular 
and plate-finned tubes.3 

The convective heat transfer coefficient on the air side, written in 
terms of j = St X Pr2 '3 can be introduced in equation (17) to yield 

m£f [ 

where 

/ ,.„ k R e ; \ 1/2 
2Pri/

3 H 
k,Dh*8+ 

Dh* = Dh/D0, 

&+ = D„of/£f2. 

(18) 

(19) 

(20) 

If the convective heat transfer coefficient on the air side is written in 
terms of; and normalized by dividing by the heat transfer coefficient 
on the liquid side (found from the Nusselt number definition), 
then 

h* 
j P r ^ R e k Di* 

Nu„, 
(21) 

kw D*h 

The Nusselt number for water and light liquids (1 < Pr < 20) in a 
turbulent flow regime through smooth tubes is given by the following 
correlation [6]: 

Nu,„ = O.OlSSPr^Re,,,0-83; Re > 10,000 (22) 

The Reynolds numbers on the air and liquid sides can be written 
as follows: 

Re 
P i V i 

fia 
Dh, 

Rew = — VwDi. 

(23) 

(24) 

Sensitivity Coefficients 
Equations (15-22) provide an implicit relationship for X in equation 

(14) in terms of a set of seven independent variables. These inde
pendent variables, symbolized for convenience as xi, are Ar, Di, D0, 
a, d+, Vi, and Vw. Two other independent variables which appear in 
the analysis are Dh* and £p*. The following equation for dX/X can 
be derived by combining differentials of equations (12-24). The 
derivation of this equation is lengthy and beyond the scope of this 
paper. The reader can find the derivation in [2]. 

dX 

X ' 
£< 

dxi 
i 

Xi 

dAr dDi* dD0 

A,-

da 

Dt* 

, d5+ 
h +< 

5+ 

D0 

> dVt 
> v , — i + < 1 Vi 

dVw 
(25) 

3 Equation (16) overestimates the fin efficiency of circular finned tubes by 
a maximum value of about 10 percent in the range Df/D„ < 2 and ?;/ > 0.75. The 
error associated with surface temperature effectiveness ?7o is slightly lower. 

where the expressions for QXi are 

QAF = (1 - otA)Vh ~ aAVm + Vf, 

QD, S -otwVh, 

QD0 = aR(Vh + Vm) - awVh, 

QDa = ctR(Vh + Vm), 

Qs = -Vm, 

QVl = aR(Vh + Vn 

(26) 

The variables V^, Vm. 

vh 

vm 

vr= 

u = 

_h*Ar 

XDi* 

~ 2XT,O 2 I 1 

1- Vf 

\Vo2Ar' 

{m£[)2r\f2 • 

Qvw 

, and 

~£ 
f Tjf-

= ' 
Vfi 

l . j 
- 1 . 

-Otu,Vh. 

are defined as follows: 

(27) 

(28) 

There are two properties of the coefficients Qxi which enable certain 
conclusions regarding the function X to be drawn: (1) the coefficients 
QXi represent change in X for a 1 percent change in the independent 
variables xc (2) if Qxi is positive, X is an increasing function of xL, and 
if QXi is negative, X is a decreasing function of Xi. Since Vh, Vm, Vf, 
and the coefficients aw and aR are positive, QD,., Q„, QS, and Qvw are 
always negative. Therefore, X is generally a decreasing function of D;*, 
a, d+, and Vw regardless of the heat transfer surface geometry and 
flow conditions on the air and water sides. Since Qvi is always positive, 
X is generally an increasing function of Vi, and since Qoh and Qep are 
zero, X is independent of Dh* and £p*. 

Equation (25) is an intermediate step in the analysis of the effect 
of heat exchanger surface geometry on draft height, heat exchanger 
surface area, and water pumping power. Reference [2] employs 
equations (9-11) in conjunction with equation (25) to derive the fol
lowing differentials for draft height, heat exchanger surface area, and 
water pumping power. 

dXz dxi dAr dDi* 
-TF

1=ZZxi-^=(QAr+aA)-^+QDi—^ 
Xz i Xi Ar Di* 

+ (QD0 + aD 3 f l ) - 7 T ~ + (Qvi+ OLD • 
Dn 

+ (Qa + /3R-aD 

, da 
• 2 ) — + i 

a 

dVw 

+ (&, - , 

3« + 3 ) ^ 
Vi 

+ Q& — 
0+ 

d£D* ^dDh\< ft ^ o 
t) „ ... + (-PD) Dh <.p-

The same approach enables the following results to be derived: 

(29) 

dXA dxi 
— = Y.AXi — --
AA i Xi 

> dAr 

Ar 

dDi* 

'' Di* 

dD„ , dVi , da 
+ (QD0 +aD)~+ (QVl + aD) — i + (Q„ + 1 - aD) — 

D0 Vt a 

} dVw + i 
v w 

dXwk _ x dx^ 

•X-Wk i Xi 

dAr 

h 5+ ' 

dDi* 

(30) 

(QAr+0tA-l)-7J-+(QD,+ l) n , 
Ar JJi 

+ (QD„ +ctD)—^+ (QVl + aD)-—1+(Q,+ l - aD) — 
D0 Vi a 

do-* 
+ (Qvw+3)—^+<qis — 

Vw o+ (31) 

Equations (29-31) can be used to draw some practical conclusions 
regarding the geometry of finned tube heat exchanger surfaces in dry 
cooling towers. The sensitivity coefficients for the draft height, heat 
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exchanger surface area, and water pumping power requirement are 
listed in Table 3. 

Sign of the Sensitivity Coefficients 
The sensitivity coefficients summarized in Table 3 are used to draw 

some conclusions about the geometry of fmned-tube heat exchanger 
surfaces for dry cooling towers. The analysis is performed in two steps. 
First (preliminary analysis), the range of variation of the sensitivity 
coefficients is found in a crude but conservative manner. In a large 
number of cases, the sensitivity coefficients are either positive or 
negative in the domain enclosed by the constraints on the independent 
variables. This leads to the conclusion that the dependent variables 
are either an increasing or a decreasing function of the independent 
variable in question. Second, a more extensive analysis of areas for 
which the preliminary analysis do not provide definitive conclusions 
is undertaken. 

The recommended tube thickness requirements were studied 
considering erosion, corrosion, and stresses. A D;* range of 0.80 for 
small diameter tubes to values close to unity for large-diameter tubes 
was obtained. Therefore, 

1 > Dt* > 0.80. 

The air-side convective heat transfer coefficient can be as high as 50 
Btu/hr-ft2-°F and as low as zero for zero air approach velocity. The 
water-side convective heat transfer coefficient ranges from 50 to 2000 
Btu/hr-ft2-°F. Hence, 

l>h*>0. 

A fin efficiency range of variation of 0.70 to 1 is considered; the 
surface effectiveness has the same range of variation: 

0.7 < Vf < Vo < 1. 

The variable u in equation (28) has a lower bound of zero and an 
upper bound of 0.426: 

0.426 > u > 0. 

To evaluate the upper and lower bounds for /3R for £/Dh > 4, a 
Reynolds number range of 1000 to 10,000 is considered, and the above 
constraints are introduced into equations (29-31) to find a crude but 
conservative estimation of the upper and lower bounds for the sen
sitivity coefficients. Because of the approximations used in estab
lishing the upper and lower bounds of the dependent variables, the 
results for ZD0, AD0, A„, W^r, WDH WD„, and Wa are not conclusive. 
Then, a rigorous analysis of these functions is undertaken [2] and 
definitive conclusions are reached. The final result is given in Table 
4. 

Summary and Conclusions 
The effects of heat transfer surface geometry on draft height Zg, 

heat transfer surface area A, and water pumping power Wkp are in
vestigated using the geometry- and Reynolds number-dependent 
influence coefficients given in Table 1. The X-factors given in equa
tions (9-11) may be used as a measure to evaluate heat transfer surface 
geometries in an attempt to select suitable surfaces for dry cooling 
tower applications. The effects of finned circular tube geometry on 
ZE, A, and Wkp has been investigated using equations (9-11) and heat 
transfer and flow friction correlations given in Table 2. The results 
are valid for helical round and continuous fins having smooth, serrated 
or cut fins and for staggered and in-line tube arrangements. These 
results are useful in directing research and development efforts toward 
manufacture of new, improved circular-finned tube heat exchanger 
surfaces for dry cooling tower applications. At the present time there 
are no generalized heat transfer and flow friction correlations for heat 
transfer surface geometries other than the finned circular tubes 
considered in this paper. However, the method of analysis is adaptable 
to other surface geometries when basic design data resulting in gen
eralized correlations are available. 

Each set of X-factors in Table 3 is a function of nine independent 

Table 3 Sensitivity coefficients 

Independent 
Variable 

Do 
Ar 

Di* 
a 

8+ 
Dh* 
p * ft 
vw 

Table 4 

Independent 
Variable 

Do 
Ar 
Di* 
a 
S+ 
Dh* 
p * ft 
Vw 

Deper 
Xz 

QD„ + «D - PR 
QAr + CtA 

QDi 
Q„ + pR-aD-2 

Qs 
PD-PX 
-Pn 
Qvi + OLD - fiR 

+ 3 
Qvw 

dent Variable 
XA 

QD„ + OLD 
QAF + a A 

QD, 
Q„+l-aD 

Q» 
0 
0 
Qvi + «D 

Qvw 

Xwk 

QD„ + OLD 
QA, + OlA 

-1 
QDI+1 
Qa+l 

- OLD 
Qs 
0 
0 
Qvi + OLD 

Qvw+S 

Signs of the sensitivity coefficients" 

Dependent Variable6 

ZEIA1 

(c) 
+ 
— 
— 
-
+ 
+ 
-

A/A! 

+ 
+ 
— 
+ 
-
0 
0 
+ 
-

Wkp/At 

+ 
— 
+ 
+ 
-
0 
0 
+ 
+ 

" The results are valid for 0.8 < D,* < 1; 0 < h* < 1; Re > 1000; Re„, > 10,000; 
and 0.7 < tj/ < % < 1-

b A plus (minus) sign indicates that the dependent variable is an increasing 
(decreasing) function of the independent variable. A zero indicates no depen
dence. 

c See Summary and Conclusions. 

variables relating to the basic geometry of the finned-tube surface. 
The sensitivity coefficients listed in Table 3 have two properties which 
enable certain conclusions regarding the X-factors to be drawn: (1) 
the sensitivity coefficients represent the percentage change in the 
X-factor for a 1 percent change in the independent variable; (2) if a 
sensitivity coefficient is positive, the corresponding X-factor is an 
increasing function of the independent variable, and if the sensitivity 
coefficient is negative, the corresponding X-factor is a decreasing 
function of the independent variable. Table 4 summarizes the sign 
of the sensitivity coefficients for a wide range of variations of the nine 
independent variables listed in Table 3. 

Several general conclusions, listed below, can be drawn from the 
analysis performed in this paper. These conclusions are applicable 
to the finned tube types described in Table 2 and consequently are 
limited by the Reynolds number range of validity of the heat transfer 
and flow friction correlations given in [4]. A certain amount of ex
trapolation of the correlated data given in [4] is acceptable, but an 
extreme departure from the basic geometry of the tested surfaces is 
not advisable. 

1 The draft height per unit heat exchanger frontal area is an in
creasing function of Ar, Dh*, and V\ and a decreasing function of D,*, 
ff, 5+, tp*, and Vw. 

2 The heat transfer surface area per unit heat exchanger frontal 
area is an increasing function of D0, Ar, IT, and V\; a decreasing 
function of Di*, <5+, Vw\ and independent of Dh* and lp*. 

3 The water pumping power per unit heat exchanger frontal area 
is an increasing function of D0, Di*, a, Vi, and Vw; a decreasing 
function of Ar and 5+; and independent of Dh* and £p*. 

Analysis of the function Zu0 is quite involved and is beyond the 
scope of this paper. This analysis which is presented in [2] concludes 
that although draft height per unit frontal area is an increasing 
function of D0 for a wide range of conditions, there are conditions for 
which draft height could be a decreasing function of D0, i.e., in the 
range of low air-side Reynolds numbers (Re < 2000), large Ar (Ar > 
20), and high h* (h > 0.01). Serrated or cut fins are more susceptible 
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to these condit ions, par t icular ly for £P/Dh > 4, h igh fin effectiveness, 

and low air-side Reynolds n u m b e r . 
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Fuel Treatment Chemical Additives 
Progress Report 
A detailed discussion of fuel quality as related to associated fuel use problems is present
ed. The generic chemical solution to the problems is covered with emphasis on the correc
tion of system mechanical and instrumental malfunctions. Three case histories con
cerning high temperature corrosion, combustion efficiency and deposit accumulation are 
explored. 

Introduction 
The efficient use of fuels is an essential part of all industrial steam 

generator operations. This is particularly true today with the in
creasing cost of fuels, their tight supply, and the widely varying quality 
from shipment to shipment. In an effort to squeeze as much economy 
as possible from a unit of fuel, operators are paying more and more 
attention to details of fuel use that were overlooked in the past. This 
includes the beneficial application of fuel additives. 

Making sense out of all the technical information available and the 
supplier product information and claims can be made a lot easier once 
specific fuel related problems have been identified and under
stood. 

Fuel Quality 
Fuel quality, as might be expected, must be watched closely to 

ensure proper firing and to minimize operating difficulties. For in
stance, a high capacity oil fired boiler with a close space tube ar
rangement could not stay clean using a low grade fuel oil with high 
ash; tube bridging could occur. Also, a coal fired, slag tap boiler could 
not burn a coal that has a high melting point ash. 

Boiler design is based to a great extent on specific fuel quality. 
When a specific boiler was designed and placed in operation, the de
sign fuel may have been plentiful at a reasonable cost. Ten or 15 years 
later a fuel of the design quality may not be available at an affordable 
cost and lower quality fuels have to be used. A note to the wise oper
ator: stay in touch with your purchasing agent and make him aware 
of your needs. More than once a purchasing agent has saved a few 
dollars by buying lower quality fuel, at the expense of plant mainte
nance department. Tables 1, 2, and 3 indicate the wide variation in 
fuel quality and characteristics that can be encountered in liquid and 
solid fuels [1-3]. 

Problem Identification 
The proper identification of a fuel problem requires consideration 

of all aspects of the fuel program. It is the total system that must be 
considered. A problem eliminated via treatment in the preburner 
system could cause another adverse situation in the boiler furnace. 
One of the case histories describes this kind of situation. 

In all cases, you should ensure that the mechanical and instru
mental control systems are in good working order and that the boiler 
design is suitable for the type, grade and quality of fuel being fired. 

Contributed by The Power Division for publication in the JOURNAL OF 
ENGINEERING FOR POWER. Manuscript received at ASME Headquarters 
September 24,1979. 

Once the operator has identified and rectified the mechanical and 
control sources of fuel handling and firing problems, chemical fuel 
additives can then be considered and properly evaluated. 

Fuel Problems 
For the industrial boiler operator, the difficulties usually start with 

fuel storage and ends with stack emissions and ash handling. Many 
fuel problems are directly related to the mode of transportation used 
to deliver the fuel. For instance, water and sodium in fuel oils can be 
traced to improper ballast tank cleaning when the fuel is transported 
by sea going vessels. 

Table 4 relates general fuel use problem areas to the generic types 
of fuel additives used to correct the problem. The chemical class for 
fuel additives and a brief comment concerning problem cause are also 
included [4]. 

Fuel and Fuel Ash Chemistry 
To date, most boiler operators view fuel and fuel additive chemistry 

as a black art. The situation exists that there are very complex reac
tions taking place in the combustion flame zone and the gas passages 
of the boiler, in particular, the fuel ash constituents and the com
bustion product refuse. Tables 2 and 3 list fuel ash constituents. It 
is not very difficult to surmise the complex mixture that actually exists 
as refuse. 

Table 5 lists some of the many minerals, known to exist in coal [5], 
that combine in various ways and ratios creating a very complex 
compound matrix. These minerals may have a small heating value in 
the combustion process, but for the most part they contribute only 
to the corrosion, erosion, deposit and particulate problems associated 
with coal firing. 

These same types of chemical complexes exist in fuel oil ash, par
ticularly in the lower grade oils such as No. 5 and No. 6 oil. Table 2 lists 
typical compositions of residual oil and oil ash. As with coal, the fuel 
oil ash after leaving the flame envelope combines in complex oxide 
states. Table 6 [7] lists many of the oil ash compounds formed. 

Fuel Additive Chemistry 
Realizing that fuel quality can change from one shipment to the 

next is significant in understanding fuel additive application. As in 
most chemical reactions there is an optimum treatment range; too 
little treatment will not be effective and too much treatment can lead 
to other problems. 

Column I of Table 4 lists the fuel problems of most general im
portance to the user. Following is a brief discussion of the chemistry 
of additives used to control these problems. 
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Deicers. Deicers are used to keep coal from freezing in the 
transporting vehicle and in storage. Deicers include polymers, and 
desiccating agents, salts and oils. They are usually applied to the coal 
as the transporting vehicle is being loaded. Polymers are reported by 
researchers to interact with the ice crystals as the crystal forms, 
creating a very weak crystal structure lattice that is easily fractured 
[8]. Desiccating agents in the accepted way absorb moisture. Salts such 
as calcium and sodium chloride lower the freezing point of water. Oils 
form a water immiscible layer on the coal surface. The treatment rates 
for each deicer will vary with the amount of moisture on the coal. To 
date, polymers show the most promise. 

Table 1 Typical heating values [1] 
Fuel Typical Heating Values 

Anthracite coal 
Bituminous coal 
Sub-Bituminous coal 
Lignite coal 
Kerosene 
No 2 Burner Fuel Oil 
No 4 Heavy Fuel Oil 
No 5 Heavy Fuel Oil 
No 6 Heavy Fuel Oil 2.9% Sulfur 
No 6 Heavy Fuel Oil 0.7% Sulfur 
No 6 Heavy Fuel Oil 0.3% Sulfur 

13,900 Btu/lb 
14,000 Btu/lb 
12,600 Btu/lb 
11,000 Btu/lb 

134,000 Btu/gal 
140,000 Btu/gal 
144,000 Btu/gal 
150,000 Btu/gal 
152,000 Btu/gal 
147,500 Btu/gal 
143,800 Btu/gal 

Dust Suppressants/Sealers. Dust and windage loss of coal in 
transportation and storage are controlled through a physical coating 
system using light oils, surfactants and polymers. This is a wetting 
type of chemistry, and we suspect that a surface charge neutralization 
phenomenon is also at work. 

Microbiocides. Refining operations usually preclude microbi
ological growth in fuels before the fuel leaves the refinery. It has been 
our experience that microbiological problems usually are the result 
of water contamination of the fuel during shipment or water intrusion 
of storage facilities at either the supplier's terminal or the user's 
plant. 

Microbial growth takes place in the water phase of the oil-water 
mixture, and it usually occurs at the water oil interface where signif
icant concentrations of water exist (>1 percent). These microbes cause 
sludge and corrosion. The biocides used to control microbial growth 
include quaternary ammonium salts, organo tins and borinanes. 
Chemical treatment rates depend on the severity of the problem. 

Water Bmulsifiers/Water Demulsifiers. Water and fuel oil 
do not mix, and for the most part, water present in concentrations 
exceeding 2 percent of the fuel by volume is undesirable. The presence 
of water in the fuel can cause loss of storage capacity, preburner and 
system corrosion, organic and biological sludge and poor atomization. 
When water is present in concentrations greater than 2 percent by 
volume, we recommend that the water be mechanically removed from 
the storage facilities. Pretreatment of the oil in '"he storage tank with 

Table 2 Typical composition of residual oil and oil ash 

Parts per Million Percent by Weight in ash [2] 
onstituent 

Si0 2 

Fe 2 0 3 
AI2O3 
TiO 
CaO 
MgO 
MnO 
v 2o 6 NiO 
Na 2 0 
K 2 0 
S 0 3 . 
Chloride 

Residual Oil 

. 6-86 
0.9-57 

3-76 

1.4-10 
1-1.7 

14-740 
1.3-25 
5-35 

0.2-1.2 
0.1-3.0 

Constituent 

Si0 2 

Fe 2 0 3 
AI2O3 
T i 0 2 
CaO 
MgO 
MnO 
V 2 0 5 
NiO 
Na 2 0 
K 2 0 
S 0 3 
Chloride 

California 

38.8 

17.3 

8.7 
1.8 
0.3 
5.1 
4.4 
9.5 
— 

15.0 
— 

Midcontinent 

31.7 

31.8 

12.6 
4.2 
0.4 

Trace 
0.5 
6.9 
— 

10.8 
— 

Texas 

1.6 

8.9 

5.3 
2.5 
0.3 
1.4 
1.5 

30.8 
1.0 

42.1 
4.6 

Pennsylvania 

0.8 

97.5 

0.7 
0.2 
0.2 

— • 

— 
0.1 
— 
0.9 
— 

Iran 

12.1 

18.1 

12.7 
0.2 

Trace 
38.5 
10.7 

— 
7.0 

Table 3 Ash content and ash fusion temperatures of some US coals and lignite [3] 

Rank: 
Low Volatile 
Bituminous High Volatile Bituminous 

Sub-
bituminous Lignite 

Seam 
Location 
Ash, dry basis, % 
Sulfur, dry basis, % 
Analysis of ash, % by wt 

Si0 2 
AI2O3 
T i0 2 
Fe 2 0 3 
CaO 
MgO 
Na90 
K 2 0 
Total 

Ash fusibility 
Initial deformation temperature, °F 

Reducing 
Oxidating 

Softening temperature, °F 
Reducing 
Oxidizing 

Hemispherical temperature, °F 
Reducing 
Oxidizing 

Fluid temperature, °F 
Reducing 
Oxidizing 

Pocahontas No 3 

12.3 
0.7 

60.0 
30.0 

1.6 
4.0 
0.6 
0.6 
0.5 
1.5 

98.8 

2900+ 
2900+ 

N o 9 
Ohio 
14.10 
3.30 

47.27 
22.96 

1.00 
22.81 

1.30 
0.85 
0.28 
1.97 

98.44 

2030 
2420 

2450 
2605 

2480 
2620 

2620 
2670 

Pittsburg 
West Virginia 

10.87 
3.53 

37.64 
20.11 

0.81 
29.28 
4.25 
1.25 
0.80 
1.60 

95.74 

2030 
2265 

2175 
2385 

2225 
2450 

2370 
2540 

No 6 
Illinois 
17.36 
4.17 

47.52 
17.87 
0.78 

20.13 
5.75 
1.02 
0.36 
1.77 

95.20 

2000 
2300 

2160 
2430 

2180 
2450 

2320 
2610 

Utah 
6.6 
0.5 

48.0 
11.5 
0.6 
7.0 

25.0 
4.0 
1.2 
0.2 

97.5 

2060 
2120 

2140 
2220 

2250 
2460 

Wyoming 
6.6 
1.0 

24.0 
20.0 
0.7 

11.0 
26.0 

4.0 
0.2 
0.5 

86.4 

1990 
2190 

2180 
2220 

2250 
2240 

2290 
2300 

Texas 
12.8 

1.1 

41.8 
13.6 

1.5 
6.6 

17.6 
2.5 
0.6 
0.1 

84.3 

1975 
2070 

2130 
2190 

2150 
2210 

2240 
2290 
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Table 4 Fuel problems and chemical additives [4] 
GENERIC 
ADDITIVES 
FOR FUEL 
PROBLEMS 

Deicers 

Dust 
Suppressants 
Sea le rs 

ML crob ioc ides 

Water 
Emuls i f i e r s 

Water 
Demulsif iers 

Sludge 
Dispersants 

Pour Po in t 
Depressants 

Burner 
Atonazat ion 
Improvers 
Coirbus t i o n 
Catalys t s 

Slag 
Modifiers 

Corrosion 
I n h i b i t o r s 

Conduct ivi ty 
Control Agents 

TYPE OF 
FUEL 

COAL OIL 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

PROBLEM AREAS 

Transpor t a t ion and 
Outside Storage 

Transpor t a t ion 
and Storage 
T ranspo r t a t i on and 
Outside Storage 

T ranspo r t a t i on , 
Storage Tank, Pipe 
Lines , Pumps and 
F i l t e r s , Burners 
T ranspo r t a t i on , 
Storage Tank, Pipe 
Lines , Pumps and 
F i l t e r s , Burners , 
Combustion Process 
T ranspo r t a t i on , 
Storage Tank, Pipe 
L ines , Pumps and 
F i l t e r s , Burners , 
Combustion 

Storage Tank, Pipe 
L ines , Pumps and 
F i l t e r s , Burners , 
Combustion Process 
Pipe L ines , Pumps 
and F i l t e r s , Burn
e r s , Combustion 
Process 

Burner, Combustion 
Process 

Al l areas from 
furnace through 
s t a c k . 

Furnace and Ge
n e r a t i n g Sec t ions 

Al l areas from 
furnace to s t a ck 

E l e c t r o s t a t i c 
P r e c i p i t a t o r 

CHEMICAL CLASS FOR 
FUEL ADDITIVES 

Polymers, Desic
c a t i n g agents 

Light O i l s , 
Su r f ac t an t s 

COÎ IENTS 

Ice can p reven t coa l from be ing unload
ed from r a i l or truck transport. Can 
hinder transfer within plant. Can be 
the cause of excess moisture getting 
into furnace. 
Dust is housekeeping problem as well 
as a health hazard. 

Polymers, Light t Use of s e a l e r s can p reven t up to 'l-'SL 
Oi l s l o s s of coa l dur ing r a i l t r a n s p o r t a -

| t i o n pe r iod . Also can ac t as dust 
i suppressan t and d e i c e r . 

Quats, Organo 
T ins , Borinanes 

S u r f a c t a n t s , 
Organic E s t e r s , 
Alcohols 

S u r f a c t a n t s , 
Organic Solvents 

S u r f a c t a n t s , 
Organic E s t e r s , 
Imidazol ines 

Polymers, 
Natura l 
Waxes 

Polymers, Sur
f a c t a n t s , Organic 
Amines 
T r a n s i t i o n and 
a l k a l i meta l s i n 
both inorgan ic and 
o rgan ic form. Hal-
ogenated o rgan ic 
compounds. 
T r a n s i t i o n and a l -
k a l a i meta l s i n 
c lud ing boron and 
l i t h i u m compounds 
Alka l ine e a r t h 
compounds 

Ammonium s a l t s , 
SO^ gas 

Microbial growths can be the cause ot 
sludge formation, corrosion and 
burner problems. 

Water can be the cause of sludge, cor
rosion, burner problems, and can also 
effect the combustion process, 

Water can be handled either by emulsi
fying i t with the oi l and having i t 
pass through the system with i t , or by 
separating i t from the oi l and them re
moving i t from the storage tanks. Type 
of treatment will usually depend on 
amount of water present. Presence of 
sea water with high sodium content may 
also be reason to use demulsifiers. 
Sludge deposits can be due wholly or 
par t ia l ly to many different reasons, 
ie , o i l contaminants, water in o i l , 
microbiological growths, agxng of o i l . 
Pour Point depressants prevent visco
s i ty of o i l to increase when tempera
tures decrease. Problem is usually 
found only with d i s t i l l a te (No 1,2,3 
oi l ) fuels. Residual (No 4,5,6 and 
Bunker C) fuels use external heating 
to keep viscosity low under a l l 
weather conditions. 

Problems related to smoke and particu
lates are very often caused by not 
having the proper combustion of fuels. 

Slag modifiers can also help to pre
vent smoke and particulate problems. 

Lack of good corrosion inhibition can 
be the major factor for equipment 
failure from the furnace on through 
the stack. 
Conductivity of fly ash can effect- the 
operation 

a demulsifier is recommended. Under 2 percent water by volume in 
the oil can usually be handled by emulsifying the water to produce 
a uniform homogenized suspension. 

Table 4 lists surfactants, esters, alcohols and solvents as effective 
chemical classes of emulsifiers/demulsifiers. McCutcheony's "De
tergents and Emulsifiers" lists in excess of 2500 such chemicals. 

The chemical activity of a demulsifier is that it is selectively soluble 
in either the oil or the water phase, creating a surface tension condition 
in that phase not compatible with other phase. Conversely, the 
chemical activity of an emulsifier is that it is partially soluble in both 
oil and water phases. 

Sludge Dispersants. Sludge can be defined as a mixture of water, 
oil, dirt, polymerized organics and bioactive masses. Although sepa
rated from water as a subject, the treatment additives are of the same 
classes of chemicals. In the majority of cases treating with organic 
solvents or dispersants for a sludge problem will minimize the water 
condition. 

Dosage is again dependent on the severity of the condition, and a 
tank profile should be made, followed by laboratory product selection 
tests. Sludge will cause preburner and burner system fouling. Note: 
Organic sludge (polymerized hydrocarbon) can be caused by over
heating the oil. 

Pour Point Depressants. Pour point is defined as that tem
perature 5 °F above which the oil will not flow when the test vessel 

is held in a horizontal position for 5 s. Pour point depressants are most 
applicable in fuels refined from high paraffinic crudes. Chemically, 
they react with wax crystals modifying their shape and size. In essence, 
the additive helps to keep the oil fluid at temperatures 20-30 °F below 
the fuel's normal pour point, depending on treatment dosage and the 
paraffinic content of the oil. 

Cloud Point Depressants. The cloud point is defined as that 
temperature at which a general haze appears in the oil. The haze is 
caused by wax crystal formation. Many companies are working to 
develop effective cloud point depressants In general, the most effec
tive pour point depressant, a vinyl acetate ethylene copolymer [9], 
while reducing the pour point by 20-30 °F, will reduce the cloud point 
temperature by only 5 to 10 °F. 

Burner Atomization Improvers. Proper atomization of fuel oils 
is critical to the combustion process to achieve maximum efficiency 
and to eliminate carbon deposits in the boiler and objectionable black 
stack emissions. Chemical additives include polymers and surfactants. 
These materials change the surface tension of the oil and/or condition 
the burner nozzle to promote a consistent fine droplet size and thereby 
maximize fuel surface area in the flame envelope. 

Note: No chemical additive can take the place of proper preheat 
temperatures, line pressures or burner nozzle selection. 

Combustion Catalysts. Combustion catalysts include transition 
and alkaline earth metals in both organic and inorganic form. Man-
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Table 5 Minerals in coal [5] 

Mineral Formula 

Table 6 Ash constituents formed during combustion 
of fuel oil and their melting points [6] 

Shale group 

Clay group 
(Kaolinite) 

Sulfur group 
Carbonate group 
Associated Minerals 

Quartz 
Feldspar 
Garnet 
Hornblende 
Gypsum 
Apatite 
Zircon 
Epidote 
Biotite 
Qugite 
Prochlorite 
Diaspore 
Lepidocrocite 
Magnetite 

Kyanite 
Staurolite 
Topaz 
Tourmaline 
Hematite 
Penninite 

(K,Na,H303,Ca)2(Al,Mg,Fe,Ti)4(Al,Si)802o-
(OH,F)4 

x(K,Na)20-yAl203-zSi02-tH20) 
FeS2,FeS04,Na2S04 

CaC03,CaC03-MgC03 

SiOa 
(K,Na)2C-Al203.6Si02 

3CaO-Al203-3Si02 
CaO-3FeO-4Si02 

CaS04-2H20 
9CaO-3P206-CaF2 

ZrSi04 
4Ca0.3Al203-6Si02-H20 

K20-MgO-Al203-3Si02-H20 
CaO-MgO-2Si02 

2FeO-2MgO-Al2O3-2Si02-2H2O 
A1203-H20 
Fe203-H20 

Fe 3 0 4 
AI203-Si02 

2FeO-5Al203-4Si02-H20 
(Al,F)2Si04 

MgAl3(BOH)2Si4Oi9 
Fe 2 0 3 

5MgO-Al203-3Si02-2H20 

ganese is the most widely used combusion catalyst. Lead and others 
have been phased out for environmental reasons. Table 7 [10] lists the 
relative toxicity of some common metal catalysts. 

A number of mechanisms have been suggested for the combustion 
catalysts reactions: 

1 Flame dissociation and ionization which appear to be directly 
related to the carbon reduction properties 

2 Direct surface catalysis of the combustion reactions 
3 Atomic oxygen scavenging properties 

Use rates for catalysts vary from 5 to 50 ppm. Table 8 [10] lists various 
metallic additives and their effective use rate vs. percent carbon re
duction (last column). Combustion catalysts can be applied in various 
ways. The most effective way is to mix the catalyst completely with 
the fuel prior to ignition. For oil or liquid fuels this presents a minimal 
problem; however, with coal or other solid fuels the additive appli
cation is very difficult. Case History 2 covers combustion catalyst 
application in oil. 

Slag Modifiers. The primary result of using slag modifiers is to 
change the ash melting temperature. Usually, the additive increases 
the melting point of the ash to a temperature above the hottest heat 
transfer temperature encountered in the boiler fireside system. Oc
casionally additives are used to lower the melting point of ash. This 
occurs primarily in coal fired slag tap and wet bottom furnaces and 
cyclone burners. The fuel ash constituents and the additives combine 
in the area of the flame envelope, or just beyond, forming complex 
compound mixtures. These mixtures, have melting temperatures very 
much different than the individual compounds. This combined 
melting point is the eutectic temperature of the mixture. 

Slag modifiers also are usually transition and alkaline earth metal 
compounds, i.e., MgO, CaO, Al203 and Si02 . Oil ash modification is 
better understood as compared with coal ash modification and the 
additive technology is further advanced. Referring to Table 6, the 
melting points of various oil ash constituents are listed. Note the wide 
range encountered. Magnesium compounds are the most widely used 
oil ash modifiers, and vanadium is the most widely encountered cause 
of slag from fuel oil. As can be seen in Table 6, vanadium has many 
oxidation states with varying melting temperatures. Pure vanadium 
in its highest oxidation state (V2O5) has a melting temperature 
1243°F. If significant amounts of sodium are present (sea water 
contamination), the melting point decreases, and, in the right ratio 
of Na20 to V2O5, eutectic temperatures as low as 995°F can exist. 
Since flame envelope temperatures approach 3000°F, the ash leaving 

Compound 

Aluminum oxide 
Aluminus sulfate 

Calcium oxide 
Calcium sulfate 
Ferric oxide 
Ferric sulfate 

Magnesium oxide 
Magnesium sulfate 

Michel oxide 
Nickel sulfate 

Silicon dioxide 
Sodium sulfate 
Sodium bisulfate 
Sodium pyrosulfate 
Sodium ferric sulfate 
Vanadium trioxide 
Vanadium tetroxide 
Vanadium pentoxide 
Zinc oxide 
Zinc sulfate 

A1203 
A12(S04)3 

CaO 
CaS0 4 
Fe 2 0 3 

Fe2(S04)3 

MgO 
MgS0 4 

NiO 
NiS0 4 

Si0 2 
Na 2 S0 4 
NaHS0 4 
Na 2 S 2 0 7 

Na2Fe(S04)3 
V 2 0 3 
V 2 0 4 

V20B 
ZnO 
ZnS04 

Sodium metavanadate Na20-V205 
Sodium pyrovan-

adate 
2Na 20-V 20 6 

(NaV03) 
Sodium orthovanadate3Na20-V205 
Nickel pyrovan-

adate 
Nickel orthovan-

adate 
Ferric metavanadate 
Ferric vanadate 
Sodium vanadic 

vanadates 

2NiO-V2Os 

3NiO-V206 

Fe203-V205 
Fe203-2V206 
Na 2 0-V 2 0 4 

5V206 
5Na20-V204-

nv2o6 

Melting Point, °F 

3720 
Decomposes at 

1418"toAl203 

4662 
2642 
2849 

Decomposes at 
896 to Fe 2 0 3 
4532 

Decomposes at 
2055 to MgO 
3794 

Decomposes at 1544 to 
NiO 
3128 
1616 
482 
752 
1000 
3580 
3580 
1243 
3270 

Decomposes at 
1364 to ZnO 
1166 
1184 

1562 
>1650 

>1650 

1580 
1571 
1157 

995 

Table 7 Relative Toxicity of Selected Metals [10] 

ELEMENT 

Cu 
Ba 
Co 
Mn 
Fe 
Mg 
Ni 
Pb 
Zn 

TLV* 
mg/m3 

0.1 
0.002 
0.1 
5.0 
1.0 

15.0 
1.0 
0.2 
5.0 

RELATIVE TOXICITY 
(to Lead—Pb) 

2 
100 

2 
1/25 
1/5 
1/75 
1/5 

1 
1/25 

* Atmospheric concentration for selected toxic elements (abridged) 
TLV—threshold limiting values for natural inspiration by individuals, 

limiting levels of exposure for eight hours in any one day. 

the flame envelope is molten, and the ash will adhere when impinging 
on cooler boiler metal and refractory surfaces. 

Fuel additives increase the melting point significantly to prevent 
extensive slag buildup. The melting point modification additive 
produces a powder type of ash which is easily removed by soot blowers 
and/or water washing during periodic shut downs. 

Fig. 1 shows the effects of Na 2 0 on the melting point of V2O5. 
Fig. 2 shows the effect of MgO on the melting point of a 1:3 molar 

ratio of Na 2 0 to V205 . 
Figs. 1 and 2 were developed from original laboratory work con

ducted by the author using sea water recovered magnesium. Since this 
work, advances in magnesium oxide production and product manu
facturing have shifted this curve in Fig. 2 significantly to the left. The 
new methods have produced a more reactive and finer magnesium 
which is more effective at lower MgO to V2Os ratios. Other oil ash 
impurities of significance include iron, sulfur and nickel. 
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Table 8 Combustion catalysts comparisons 

Compound 

Zn Naphth. 
Co " 
Fe " 
Fe " 
Mn " 
Ca " 
Ba " 
Ba " 
Ba " 
Ba " 
Ba 2-Ethyl Hexano. 
Ba Sulph. 
Fe 5-Carb. 
Mn MMT<4> 
Mn MC<5> 

Cone. 
ppmw 
Metal ' 

27 
27 
27 
11 
27 
27 
51 
51 
26 
10 
40 
20 
27 
21 
6 

Total 
Partic. 

. W Addit. 

106 
74 
80 
71 
77 
62 
48 
50 
75 
89 
55 
83 
78 
97 
86 

% Reduc. 
from 

Arith. Avg.'1' 

-1 .0 
'29.5 
23.7 
32.3 
26.6 
40.9 
54.2 
52.3 
28.5 
15.2 
47.6 
20.9 
25.6 
7.5 

18.0 

% Reduc. 
per 

ppmw Metal(2) 

0 
1.09 
0.88 
2.94 
0.99 
1.51 
1.06 
1.03 

.1.10 
1.52 
1.19 
1.05 
0.95 
0.36 
3.0 

Carbon 
Loadings 

W Addit. <3) 

56 
24 
30 
21 
27 
12 

- 2 
0 

25 
39 

5 
33 
28 
47 
36 

% Reduc. 
Carbon 

W Addit. 

+2 
56.3 
45.4 
61.7 
50.8 
78.1 

103.6 
100.0 
54.5 
29.0 
90.9 
39.9 
49.0 
14.4 
34.4 

% Reduc. 
per 

ppmw Metal(2) 

0 
2.09 
1.68 
5.61 
1.88 
2.89 
2.03 
1.96 
2.1 
2.9 
2.3 
2.0 
1.8 
0.7 
5.7 

(1) Total particulate collected, including oxides from the additives, milligrams per standard cubic meter {mg/sm3), arithmetic mean ] 
groups = 104.9 mg/sm3. 

(2) Percent reduction from the average base-line level, per part per million of the additive metal on a weight basis. 
(3> Arithmetic mean carbon level for all groups—54.9 mg/sm3. 
(4) MT—Methyl-cyclopentadienyl-manganese-tricarbonyl. 
(5} MC—Manganese carboxylate complex. 
(6) All tests conducted using residual fuel oil in a 680 kg/hr. boiler at steady load and conditions. 

e-line level for all 
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Fig. 1 Temperature effects on synthetic fuel oil ash 

Tempera- Molar Ratios MqO: V:9C* 

* Synthetic Ash 
1:3 Molar Rati< 

Fig. 2 MgO effect on Vanadium slag formation 

Coal ash modification is achieved through the same type of chemical 
reactions. However, it is much more complicated in actual practice. 
This is apparent when reviewing the literature on the subject. For 
instance, Babcock and Wilcox in their book Steam, Its Generation 
and Use, Chapter 15, indicates four different methods for calculating 
and predicting coal ash melting temperatures. Many investigators 
are hard at work on coal ash problems, and significant technological 
advances are expected in the foreseeable future. 

Corrosion Inhibitors. Discounting the corrosion problems in 
the preburner part of the system, there are two main types of corro
sion: high temperature and low temperature. High temperature cor
rosion is usually encountered in those areas of the furnace where 
temperatures of the combustion gases and metal surfaces are in excess 
of 1000°F. However, keep in mind the eutectic temperature condition 
discussed previously. 

Case History 1 is an example of high temperature superheater 
corrosion as the result of high sodium, where the sodium in the fuel 
exceeded the vanadium and combined with sulfur to produce sodium 
pyrosulfate (Na2S20y) with an eutectic temperature around 752°F. 
Sodium pyrosulfate in a molten state like sodium vanadates is very 
corrosive. 

Low temperature corrosion, usually referred to as cold end corro
sion, (economizers, airheaters, etc.) is directly attributable to acid 
formation. Sulfuric acid (H2SO4), the oxidation product of the sulfur 
in the fuels and in some cases hydrochloric acid (HC1), a product of 
chloride in the fuel, condense at temperatures below their dew points 
and corrode metal surfaces. 

Typically, both high and low temperature corrosion are minimized 
by treating with alkaline earth metal compounds. Calcium, aluminum 
and magnesium compounds are the most widely used, with the latter 
being the most popular. In the case of cold end corrosion, the alkali 
metals combine with the acid to form a neutral salt which is non-
corrosive. In the case of high temperature corrosion, the metals 
combine with the ash constituents producing a compound with a 
melting temperature higher than the boiler metal temperatures. 

The chemicals are fed with the fuel and/or at other locations such 
as ahead of the economizer or air preheater, depending on system 
configuration and economics. 

Conductivity Control Agents. To function properly, electro
static precipitators require a specific resistivity range for the fly ash 
particles being collected. This surface resistivity (electrical capacity) 
is largely dependent on the sulfur concentration in the fuel and the 
temperatures of the system. If the temperatures in the system are low 
and alkali metals are used to control end corrosion, the fly ash resis
tivity will be increased due to the neutralization of the SO2 and SO3. 
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Also, if the sulfur in the fuel is low in relation to the amount of ash, 
an excessively high resistivity fly ash will exist. 

On the other hand, if the temperatures are too high, SO2 and SO3 
will not condense on the ash particles, also causing a high resistivity. 
If the sulfur is high, the fly ash resistivity would be too low (a high 
charge condition) resulting in fouling of the precipitator elec
trodes. 

Various treatments are being utilized to improve the operation of 
electrostatic precipitators due to high ash resistivity. Sulfur dioxide 
gas can be generated on-site and fed to the flue gas upstream of the 
precipitator. Also, urea and ammonia salts are used and fed in a 
similar location. 

Conversely, low ash resistivity is corrected by using alkali metals 
to neutralize the high electrical capacity. 

Before discussing some case histories, a final word on chemical fuel 
additives and their applications. If there are mechanical and/or in
strumentation fuel flow and combustion control problems they should 
be corrected. Once corrected, the beneficial effects of fuel additives 
can be fairly evaluated. Chemical additives can help minimize some 
problems, but chemical additives should not be used as a replacement 
for good mechanical and/or instrumentation operation. 

Case H i s t o r y 1 
Industry: Pulp and Paper Mill 
Location: Northeastern State 
Fuel Type: No. 6 Oil 
Boiler Type: Erie City D Type 
Boiler Design: Steam Rate 60,000 # / h r . 

Pressure 285 psig 
Superheat 600°F 

Statement of Conditions. Superheater tube failures forced the 
boiler out of service. 100 of 350 tubes had to be replaced; others were 
damaged but serviceable. An examination of the failed tubes revealed 
heavy fireside deposits and underdeposit corrosion. Analysis of the 
deposit identified a high percentage of sodium, sulfur and iron, and 
a low concentration of vanadium. A sample of fuel oil was obtained 
from the storage tank and a Bacon Bomb profile was conducted of the 
storage tank. The oil sample had a low vanadium to sodium ratio and 
the tank samples were high in chloride and water. This is indicative 
of salt water contamination. 

Fuel Treatment Approach. All the evidence for the fireside tube 
failures pointed to high temperature corrosion. A look at the fuel oil 
and deposit analyses confirm this. When the sodium concentration 
in the fuel is greater than the vanadium (>1:1), the sodium through 
reaction Kinetics will combine with sulfur to form sodium pyrosulfate 
(Na2S207>. Sodium pyrosulfate has a eutectic melting temperature 
of 752°F which is near the skin temperature in the superheater zone. 
Sodium pyrosulfate in the molten state is very corrosive. The high iron 
in the fireside deposit was the result of the corrosivity of sodium py
rosulfate. 

The plant was using a water and sludge emulsifier to prevent sludge 
and water buildup. The emulsifier treatment aggravated the sodium 
condition by emulsifying the high chloride (+ sodium) water in the 
oil. Since the sodium-vanadium ratios in the fuel promoted the for
mation of sodium pyrosulfate, the correct fuel treatment approach 
is to minimize the sodium. In order to accomplish this objective, the 
following recommendations were made: 

1 Stop the use of the emulsifier and use a demulsifier 
2 Mechanically clean the oil storage tank 
3 Prepare a fuel quality specification from bids setting the max

imum metals, sulfur and water concentration as well as the sodium 
to vanadium ratio 

4 Add a light dosage of magnesium dispersion (1:10,000) to the 
oil going to the burners to combine with the low level metals creating 
a high melting point ash minimizing deposit 

Results of Recommendations. After 30 days, the storage tank 
was cleaned. The fuel specification is currently out for long-term 
supply bids. 

The boiler furnace and the superheater were inspected after 45 days 
treatment with magnesia. The boiler tubes had a light coat of mag

nesia but no hard deposit buildup or any signs of corrosion. Refractory 
deterioration has also been brought under control. This case history 
is an example of where the generalized approach of emulsifying water 
and sludge caused extensive corrosion damage. Your fuel additive 
supplier must make a thorough examination of your boiler operation 
as related to fuel quality. Fuel quality specifications need to be es
tablished so that immediate and long-term treatment objectives can 
be achieved. You may not be able to purchase the quality of fuel you 
specify. If this is so, and you have a fuel treatment program, have the 
fuel analyzed periodically to ensure the program's success. 

Case History 2 
Industry: Basic Chemical Manufacturer 
Location: North Central State 
Fuel Type: No. 5 Oil 
Boiler Type: Combustion Engineering A Type 
Boiler Design: Steam Rate 60,000 # / h r . 

Pressure 150 psig 
Statement of Conditions. A carbon buildup on all furnace wall 

tubes was observed. The flame pattern (steam atomized fuel) was a 
wide angle (3120°) impinging on the sidewall tubes. Severe black 
stack emissions were evident during increased load change. To 
eliminate the smoke, the boiler is operated at 3.5 to 4.0 percent, excess 
oxygen at low loads and 2.9 to 3.2 percent excess oxygen at high loads. 
These oxygen levels are excessive and uneconomical. The plant 
however, being located in a residential area was image conscious. 

Fuel Treatment Approach. The basic problem, which was 
recognized by plant supervision, is the air to fuel ratio cam-following 
control system. Air flow increase on load change lagged fuel resulting 
in incomplete combustion. Replacing a relatively new combustion 
control system was an unacceptable monetary alternative. We rec
ommended evaluation of a manganese combustion catalyst. T w 
manganese organics were selected for evaluation. The pertinent test 
data is below along with a typical fuel analysis: 

Test Data 
Base Manganese Manganese 
Line Napthanate Carboxylate Product 

Active 
Concentration mg/1 0 6 2 
Steam Load 
# /hour 21,000 20,000 21,000 
% Excess 
Oxygen (02) 3.0-3.8 3.0-3.3 1.5-2.5 
% Smoke 
Point (02) 2.4-2.6 2.4-2.6 0.9-1.2 
% Carbon 
Dioxide (C02) 12.1 12.2 12.8 
% Carbon in 
Stack Particulate 65 61 27 
Acid Dew Point CF 265 260 255 
M g / l S 0 3 5.0 2.5 1.8 
Stack Temperatures 
Corrected °F 356 347 325 

The quality of the fuel oil remained constant for the three month 
evaluation period. 

uel Oil Analysis 
Param

eter 
Ash 
Sulfur 
Water 

Concentra
tion 

<0.02% 
0.89% 
1.70% 

Param
eter 

Sodium 
Vanadium 
Iron 

Concentra
tion 

27 mg/kg 
1.0 mg/kg 

15.3 mg/kg 
Results of Recommendations. The test data above tells the 

story. By using the manganese carboxylate the average oxygen (O2) 
level to reach the smoke point was drastically reduced from 2.5 to 1.0 
percent. A side benefit was the reduction in the acid dew point and 
stack gas temperature, the latter reducing the corrosivity of the stack 
gases to heat recovery equipment and the former a direct fuel savings 
calculated as 1.3 percent on a 24 hour average. 
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Physically, using the manganese carboxylate, the flame color 
changed from a yellow/orange to a yellow/white, the carbon buildup 
on the walls of the furnace slowly cleaned up and the amount of carbon 
in the fly ash was significantly reduced. The manganese naphthanate 
did not exhibit this much improvement in performance. 

Operating experience, using the manganese carboxylate, since 
February of this year, has permitted boiler operation under extreme 
swing load conditions without objectionable smoke generation. Al
though economy of treatment vs. fuel cost was of secondary interest, 
a 0.4 percent fuel savings over fuel treatment cost is 3.06 dollars per 
1000 gallons of oil which is less than 0.9 percent of fuel costs. Other 
cost savings, not factored into this figure include reduced mainte
nance, longer burner tip life and obviously no law suits or court ac
tions. 

This case history is an instance where a fuel additive can be used 
economically as a viable solution to a combustion control problem. 
Keep in mind, however, that chemical additives are an alternative but 
not a permanent solution to mechanical problems. A burner nozzle 
with a narrower angle should also be evaluated. 

Case History 3 
Industry: Textile Printing and Finishing 
Location: Southeastern State 
Fuel Type: No. 6 Oil 
Boiler: Combustion Engineering A Type 
Boiler Design: Steam Rate 150,000 # / h r . 

Pressure 265 psig 
Statement of Conditions. This particular boiler had been fired 

for seven years using a high sulfur (2.0 percent) and vanadium (300 
ppm) residual fuel. The boiler was shut down each weekend due to 
production schedules. The Lungstrom airheater baskets showed signs 
of acid corrosion and the furnace, in particularly the first pass, had 
significant deposit accumulations. 

The major cause of the deposits is the vanadium in the fuel. The 
vanadium deposits had accumulated to 15 to 18 in. deep on top of the 
two bottom drums for the entire length of the first pass. These de
posits and other accumulations in the furnace caused a loss of 12 
percent in boiler generating capacity. 

Fuel Treatment Approach. The mechanism for deposit accu
mulations is a direct function of the melting temperatures of the 
metals in the fuel oil. When the first layer of metal oxide deposits 
forms on the tube, an insulating film results. The surface temperature 
of this deposit approaches the temperature of the combustion gases 
and remains in a molten state due to the insulating condition. A tacky 
surface is then available for additional deposits to adhere to. The fuel 
treatment approach called for an additive that would combine with 

the metals in the molten state and increase the melting temperature 
of the deposit. A concentrated magnesium oxide dispersion product 
was selected. The product was proportionally fed directly to the fuel 
going to the burner at a feed rate of 1 to 8000 gallons of fuel. 

The alkali magnesium oxide was also the product of choice to 
neutralize cold end acid corrosion resulting from the sulfur in the 
fuel. 

Results of Recommendations. After 30 days of treatment, a 
boiler inspection was conducted. The crystalline insoluble vanadium 
deposit was modified to a noncrystalline, water soluble form. The 
furnace deposits were noticeably less indicating that an on-line 
cleaning was taking place. 

The Lungstrom heater, which was usually wet on weekend shut
downs, was dry indicating adequate treatment levels for acid neu
tralization. 

By using a highly reactive concentrated magnesium oxide product, 
an economical solution to two fuel related problems was found. Prior 
treatment efforts by others, using magnesium type products, failed. 
Failed to the point that one company paid for a mechanical 
cleaning. 

Why did these other products fail when this one was successful? 
We believe that the difference was due to product reactivity which 
is related to the surface area and processing of the magnesium 
product. 

The cost of treatment at 1 gallon to 8,000 gallons of oil was 2.75 
dollars per 1000 gallons. A small price to pay to ensure full boiler ca
pacity. 
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On Formation of a Homogeneous 
Two-Phase Foam Flow3 

This paper presents the results of a series of experiments conducted to evaluate the fluid 
mechanical performance of various two-phase LMMHD mixer designs. The results from 
both flow visualization studies of the local two-phase flows downstream from various 
mixer-element configurations and local measurements performed to characterize these 
flows are presented. A conceptual LMMHD mixer design is described that insures the 
generation of small bubbles, prevents the formation of gas slugs and separated regions, 
and favors the stabilization of a homogeneous foam flow. 

Introduction 
Although a mixer of gaseous and liquid phases is an important 

component in many current chemical and mechanical engineering 
systems, surprisingly little attention has been directed toward its 
proper design from a fluid-mechanical point of view. Some applica
tions require a mixer to create a fine spray of liquid droplets in a 
gaseous medium, while others, as in the case of a LMMHD (liquid-
metal magnetohydrodynamics) mixer, require a uniform dispersion 
of gaseous bubbles in a liquid medium. 

Certain requirements for LMMHD mixer design result from the 
mixer's relation to the LMMHD energy conversion system. A sche
matic representation of the two-phase LMMHD system is shown in 
Fig. 1 and the typical LMMHD mixer-generator arrangement in Fig. 
2. Refer to Fabris and Hantman [1] for a recent review on the specifics 
of the system. The heat-to-mechanical-to-electrica] energy conversion 
characteristics of this LMMHD system require that the mixture's void 
fraction in the generator be high (on the order of 0.8 or greater) for 
maximum cycle efficiency (assuming generator isentropic efficiency 
is not significantly lowered with increasing void fraction.) This is 
achieved through the creation of a stable two-phase homogeneous 
foam flow of high void fraction by the mixer. Prediction codes de
veloped at ANL have shown that if such a flow is maintained in the 
generator the isentropic efficiency of the LMMHD generator remains 
high provided the two-phase mixture behaves as a no-slip4 homoge
neous fluid. 

It was proposed by Fabris, et al. [2] to use surface-active additives 
for liquid metals in order to prevent bubble coalescence, thereby 
creating a high-void-fraction foam flow with essentially zero slip. Such 
a foam flow behaves as a single-phase fluid with expansion properties 
very similar to that of a gas (important for heat-to-mechanical energy 
conversion). Literature on the formation of such a bubbly two-phase 
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high-void fraction mixture is non-existent. However, some studies 
relevant to this problem have been made. Kling [3] experimentally 
investigated the injection of a gas through a single orifice into a 
stagnant liquid column at various pressure differentials and found 
a limiting bubble production rate. Wallis [4] showed that a surface-
active liquid is a "necessary but not sufficient condition" for the 
creation of a homogeneous foam flow. These results indicate that 
increased surface activity delays the transition to slug flow with in
creasing void fraction, provided the air injection velocity remains 
below a critical superficial air velocity (Fig. 3). Further, if small su
perficial air injection velocities (<0.05 m/s) are maintained, high-
void-fraction bubbly flows can be readily achieved. Staub [5] also 
pointed out that the manner of gas injection can have a detrimental 
influence on the resulting two-phase flow pattern and velocity slip 
between the gas and liquid phase when the liquid component is sur
face-active. Fujii-e, et al. [6] have noted that the increased turbulence 
intensity of the liquid at the entrance of a two-phase flow mixer 
strongly influences the resulting two-phase flow pattern and increases 
slip. Prins [7] made an attempt to derive a theoretical formulation on 
how velocity fluctuations in already generated foam flows could de
stroy it for some surface-active systems. More recently, Adler [1], 
testing two different air injection devices, revealed that the resulting 
non-surface-active high-void-fraction two-phase flow in both cases 
manifested practically the same flow characteristics. 

All of the above clearly point out the importance of the proper de
sign of a two-phase flow mixer which would create a homogeneous and 
stable foam of high void fraction at the entrance to a LMMHD gen
erator. These considerations led to the initiation of the experiments 
described below. 

Experimental Facility 
A schematic of the ANL (Argonne National Laboratory) two-phase 

air-water test facility and its mixer design-evaluation test section is 
shown in Fig. 4. The 0.1 m X 0.1 m X 2.0 m vertically-aligned plexiglas 
test section utilizes a perforated plate at its domestic water supply 
inlet to create a uniform high level of downstream turbulence and a 
uniform velocity profile. A honeycomb made of packed straws then 
reduces the turbulence level perpendicular to the flow and provides^ 
a further uniform large obstruction, thereby producing a relatively-
high pressure drop which reduces the stream wise component of tur
bulence. The flow downstream of the honeycomb is uniform with a 
low turbulence level. Further, the wall boundary layers are thin since 
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Fig. 1 Schematic of the LMMHD energy conversion system 
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Fig. 2 Typical LMMHD mixer-generator configuration 

they originate downstream of the honeycomb. Series of pressure taps 
and ports for the insertion of resistivity and hot-film probes are lo
cated along the test section length. 

Compressed laboratory air is supplied via a manifold to the mixer 
elements. Both air and water flow meters are used to determine the 
inlet two-phase mixture quality. Various means of slow- and high
speed photography (Polaroid, 35mm, and Pastax cameras) are em
ployed in conjunction with different ambient and stroboscopic 
lighting techniques to visualize the local two-phase flow. 

The two-phase flow's local void fraction is measured via fine re
sistivity probes used in conjunction with resistivity probe and dis
criminator circuits developed for these experiments (Fig. 5). A 
gamma-ray attenuation system employing thullium sources is also 
present to obtain average void fraction profiles and these are com
pared with those obtained using the resistivity-probe method. Fig. 
6 represents comparison of the average void fractions obtained by the 
resistivity probe and the 7-ray system. Agreement was reasonable 
even when a surfactive soap solution was used. 

Plexiglas plates of different dimensions are inserted in the test 
section for each of the four mixer elements tested (single-tube, 
nine-tubes, nine-tubes with downstream contraction, and airfoil 
configurations). All tubes are 0.25 in. (0.6 cm) dia stainless steel 
tubing, with 0.076 in. (0.2 cm) size holes positioned 0.19 in. (0.5 cm) 
apart, staggered in two rows each 45 deg directed into the flow. The 
typical channel cross-sectional area of 1 X 4 in. (2.5 X 10 cm) is re
duced to 0.5 X 4 in. (1 X 10 cm) at 2 in. (5 cm) downstream from the 
mixer elements for the case of the nine tubes with an abrupt down
stream contraction. 

0.2 0.4 0.6 0.8 
Mean Void Fraction, "a 

1.0 

Fig. 3 Influence of surface activity on superficial air velocity in a bubbling 
column (Wallis, [4]) 
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Fig. 4 Schematic of the air-water test facility 
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Fig. 5 Schematic of the data acquisition arrangement 

. N o m e n c l a t u r e * — — — — 

VG = volumetric gas flow rate 
VL = volumetric liquid flow rate 
U = axial velocity 

a = local void fraction 
a = average void fraction of the cross-sec

tional area 
(3 = VGI(VG + VL) 
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Fig. 6 Comparison of average void fractions obtained by the resistivity probe
and a 'Y-ray system
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Fig. 8 Two-phase 1I0w patlern for a single-tube mixer In a straight channel:
zero water flow rate and low air 1I0w rate

Fig. 7 Single-tube mixer in a straight channel: local void fraction profiles
VL = 0.06(a), 0.2(b), 0.06(c), 0.06(d), 0.4(e) X 10-2 m3/s

was attributed to the influence of vortices and, to some degree, to
coalescence. Increasing the velocity of the water resulted in more than
a proportional increase in the length of the separated region. At high
velocities the air-water interface appeared relatively flat with many
small-scale waves.

Nine-Tube Mixer in a Straight Channel. The measurements
were taken approximately 12 in. (30 em) downstream from the tubes.
(This distance is roughly the same as the length from the mixer to the
generator entrance in the present ambient-temperature LMMHD
generator experiment at ANL.) Two-phase flow patterns obtained
are illustrated in Fig. 10. Distinct separated regions were found to form
downstream of each tube. These individual separated regions per
sisted for several tube diameters downstream, and their length in-
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Experimental Procedure
Each test run consisted of three different air flow rates at a pre-

determined constant water flow rate. For a given air flow, static
pressures along the channel were measured in addition to local void
fractions and bubble frequencies. Local void fractions were obtained
approximately 12 in. (30 em) downstream of the mixer element in both
cross-sectional directions at a minimum of five cross-channel points.
The bubble frequencies were recorded three times at each probe lo
cation for a duration of lOs.

For flow visualization, 35 mm and Fastax cameras were used. The
probe responses were observed on an oscilloscope and photographed
using a Polaroid camera. In some selective runs, the probe responses
were recorded on tape for further analysis. For a single-tube mixer,
the void fractions were taken only along the narrow portion of the
channel, but at two locations along the channel instead of one. In some
instances, a soap solution (surfactant) was injected into the inlet water
to determine the effect of increased surface activity.

Experimental Results
The typical operating parameter ranges included volumetric flow

rates of water from 0.06 to 0.4 X 10-2 m3/s and air from zero to 2.19
X 10-2 m3/s, and local and averaged void fractions from zero to 0.8
and zero to 0.43, respectively. The results of tests for the various mixer
designs are summarized in the following.

Single-Tube Mixer in a Straight Channel. The local void
fraction and the bubble frequency were measured approximately 3
in. (8 em) and 12 in. (30 em) downstream of the mixer element to study
the development of the mixing process in the channel. Measurements
showed that near the mixer element the air was concentrated in the
center portion of the channel, and further downstream the void
fraction distribution assumed a parabolic shape (see Fig. 7).

Experiments with soap solution injected upstream exhibited almost
no noticeable change in void fraction profile shape and magnitude and
in measured bubbling frequency. The slow injection of air in stagnant
water produced bubbles of widely different sizes and shapes, as is
evident in Fig. 8. Turbulent vortices created by the movement of large
gas bubbles had the tendency to break the bubbles into smaller ones.
Note that this "favorable effect" of turbulence exists only at low av
erage void fractions (~O.l).

The high injection of air into stagnant water created churn turbu
lent slugs with water splashing up and down making observation in
the region of gas injection difficult. When a lower water flow rate was
applied, water would sweep exiting gas bubbles around the tube (due
to the high momentum of the water with respect to the air) as shown
in Fig. 9. Aseparatedair~filleci region was formed at the trailing edge
of the mixer injection tube. The separated region broke up into bub
bles of widely different sizes and shapes. This irregularity in shapes
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Fig. 9 Two-phase flow pattern for a single-tube mixer in a straight channel:
medium water and medium air flow rates

Fig. 10 Two-phase flow pattern for a nine-tube mixer In a straight channel:
medium water and medium air flow rates

Fig. 11 Nine-tube mixer in a straight channel: local void fraction profiles VL
'= 0.02(a), 0.06(b), 0.2(c), 0.2(d), 0.4(e) X 10-2 m3/s

Fig. 12 Nine·tube mixer In a straight channel with an abrupt contraction:
local void fraction profiles VL = 0.06(a), 0.2(b), 0.4( C), 0.2( d), 0.4( e) X 10-2

m3/s
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creased with increasing water flow rate. Details of the mechanism of
break-up of the separated regions were difficult to observe. Obser
vations made along the narrower side of the channel revealed that a
continuous air-water interface existed on the narrow side of the
channel. Measurements showed that for a given water flow rate, the
lateral void fraction distribution changed from a parabolic-like to a
Gaussian-shaped distribution as the air'flow rate increased. This was
likely caused by a rapid migration of the bubbles toward the center
of the channel due to bubble coalescence brought about by increased
agitation. The void-fraction measurement made near the tubes
showed a more-parabolic-like distribution. The depression of the

void-fraction distribution in the central portion of the channel (see
Fig. 11) across the wide cross-sectional area was probably caused by
the higher stagnation pressure of the faster-moving water in the
central portion. This induced a lower air flow rate for the perforated
cylindrical tubes located in the center portion of the channel. Also,
in this case stable separated regions filled with air were formed
downstream of the tubes, and the length of these regions increased
with increasing velocity.

Nine-Tube Mixer with Abrupt Contraction. The void-fraction
distribution observed was found to closely resemble that noted for
the straight channel, except that the air was more-evenly distributed
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Fig. 13 Airfoil-shaped element in upward flow (Case 1 (low water and air flow): bubbles (~3-5 mm dia) emanate from trailing holes. Case 2 (low water 
and high air flow): a slug is generated at the surface (resembling film boiling) with a very turbulent interface. Case 3 (high water and low air flow): bubbles 
(~1 mm dia) emanate from leading holes. Case 4 (high water and medium air flow): separation occurs with a finely structured smooth interface. Case 5 
(low water and air flow): bubbles (~3 mm dia) emanate from trailing holes with no separation. Case 6 (low water and medium air flow): bubbles (~3-5 mm 
dia) emanate and mix with separated region. Case 7 (medium water and low air flow): pattern similar to Case 6 but bubbles ~1-3 mm dia. Case 3 (low or 
medium water and high air flow): structure resembles film boiling with a very turbulent interface.) Flow rates at ambient pressure and temperature—Air: 
low: up to 0.0007 m3/s, medium: from 0.0007 to 0.0018 m3/s, high: above 0.0018 m3/s. Water: low: up to 0.002 m3/s, medium: from 0.002 to 0.007 m3/s, 
high: above 0.007 m3/s 
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Fig. 14 Airfoil-shaped element in downward flow (Case 1 (low water and air flow): bubbles (~3-4 mm dia) emanate from leading holes only. Case 2 (low 
water and medium air flow): separation occurs with relatively smooth interface. Case 3 (medium or high water and low air flow): separation occurs with 
straight and smooth interface. Case 4 (low water and air flow): bubbles (~3-5 mm dia) emanate from leading holes only and then coalesce with separated 
region. Case 5 (high water and low air flow): bubbles (~1 mm dia) emanate from trailing holes and then coalesce with separated region. Case 6 (high water 
and medium air flow): bubbles (~1 mm dia) emanate from most of the holes and some coalesce with separated region. Case 7 (medium or high water and 
high air flow): structure resembles film boiling with a very turbulent interface and turbulent separated region.) Flow rates at ambient pressure and tempera
ture—Air: low: up to 0.0007 m3/s, medium: from 0.0007 to 0.0018 m3/s, high: above 0.0018 m3/s. Water: low: up to 0.002 m3/s, medium: from 0.002 to 0.007 
m3/s, high: above 0.007 m3/s 
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across the wide cross-sectional area (see Fig. 12). This was attributed
to the forced turbulent mixing caused by the abrupt contraction. This
was especially true at high water flow rates.

When the soap solution was injected for this configuration, a
number of very small bubbles produced by the two-phase turbulence
were observed. However, measurements displayed no appreciable

I Water
, Flow

Fig. 15 Extended perforated-plate airfoil element with contraction

Fig. 16 Two-phase flow pattern obtained In tap water for a single porous
airfoil mixer In a straight channel: low water and medium air flow rates

Journal of Engineering for Power

change in void fraction distributions and only a slight increase in
bubbling fl"equencies.

Perforated-Plate Airfoil Mixer. In addition to the above ele
ment tests, a sel"ies of semi-quantitative tests were run to initially
investigate the flow structUl'e produced by an airfoil-shaped mixer
element. In this case two 3.8 em-thick plexiglas plates were inserted,
reducing the cross-sectional area to 4 X 1 in. (10 X 2.5 em), as indicated
by the dashed lines in Fig. 4. The element was installed in the center
of this reduced channel and constructed from a perforated aluminum
plate with 0.05-in. (0.13-cm) dia holes, constituting 23 percent
open-surface area. The element is 3 in. (7.62 em) long and 0.63 in. (1.6
em) thick. Figs. 13 and 14 contain summary sketches of the flow re
gimes for various·flow configmations. It was readily demonstrated
from these experiments that the geometry of the mixel" and the local
pressure distribution decisively influenced the structure of the gen
erated two-phase flow. The results from the various configurations
are briefly summarized as follows:

Configuration 1 (upward flow with aligned element, Cases 1-4,
Fig. 13). The lowest pressure region in the water flow adjacent to the
mixer element was found to occur at the downstream holes of the el
ement where the first air bubbles appeared. Fm high water velocities
this region moved to the chord of the element. Howevel", for high air
injection rates the water flow was found to separate from the entire
element area.

Configuration 2 (upward flow with reversed element, Cases 5-8,
Fig. 13). As the water velocity increased along the element, resulting
in a negative pressure gradient along the flow, the ejected bubbles
were driven along the flow, and this tended to minimize their co
alescence and postp'one separation. Still, a separated region down
stream of the bluff trailing edge formed. With high air flow, separation
characterized by a very turbulent interface occurred at the ele
ment.

Configuration 3 (downward flow with aligned element, Cases 1-3,
Fig. 14). Here the hydrostatic weight of the water increased the
pressure gradient along the mixer element and this was found to en
hance the onset of the type of flow separation observed for Configu
ration 1.

Configuration 4 (downward flow with reverse element, Cases 4-7,
Fig. 14). In this configuration the type of separation analogous to
that found for Configuration 2 was observed.

Based on these results another series of element tests were con
ducted to eliminate the separated region that occurred downsb'eam
of the bluff trailing edge for Configuration 3. The basic design of the

•
Fig. 17 Two-phase flow pattern obtained In soap-water solution for a single
porous airfoil mixer in a straight channel: low water and medium air flow
rates
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extended element for these tests (Fig. 15) consisted of a gradually-
tapered trailing edge with the surrounding channel walls contracting 
perpendicular to the tapered edge, but at a larger angle. This con
striction forced the velocity to increase and the pressure to decrease 
along the flow, thereby eliminating flow separation at the trailing edge 
over a very wide range of gas injection rates. 

Porous Airfoil Mixer. It was noticed in a number of the experi
ments with the perforated-plate mixer element that air was exiting 
from only two or three adjacent rows of holes. This occurred where 
the pressure in the water (or two-phase flow) was the lowest, since gas 
will exit where the highest positive pressure differential is available. 
To insure the generation of bubbles over the whole element, it is 
necessary to increase the pressure difference across the injection plate 
so that it exceeded the pressure difference in the water channel along 
the length of the element. For this reason, it was decided to make an 
airfoil shaped mixer element out of sintered porous metal with 10 jum 
dia pores. The element was placed with the narrower edge facing a 
flow that was vertically upwards. The air and water flow patterns for 
low flow rates are given in Fig. 16. Bubbles about 3 mm in diameter 
were obtained. Higher water velocities yielded smaller bubbles while 
higher air flow rates eventually caused transition to slug flow and 
hydrodynamic instability. 

The effect of the addition of a surfactant (soap solution) is illus
trated in Fig. 17. The air and water flow rates are the same as for Fig. 
16. It is striking to see that the diameter of the bubbles was decreased 
by a factor of five to ten, hence their volume decreased by a factor of 
a hundred to a thousand. The relative slip velocity (or rise velocity) 
of these tiny bubbles appeared to be lower. (This can easily be ob
served when bubbling through stagnant water.) When the air injection 
rate was high, the two-phase flow at the element resembled that found 
in film boiling. Large gas slugs were present in the downstream flow, 
but they were more difficult to observe due to presence of many tiny 
bubbles with the soap surfactant. 

Conclusions and Summary 
Results from these experiments indicate that element and con

traction-geometry designs are the most critical factors in mixer de
velopment. Two-phase flow turbulence is not effective itself in the 
creation of a homogeneous two-phase flow at high void fractions even 
in strongly surface-active systems. This is somewhat contrary to the 
behavior at low void fractions where turbulence breaks large bubbles 
into smaller ones. It seems that in some mixers churn turbulent slug 
flow is established in the mixer and is maintained further downstream 
regardless of the level of surface activity of the system. (One expla
nation of how agitation may act to destroy foam is given by Prins 

[9].) 
A favorable (decreasing) pressure gradient in and downstream from 

the injection region tends to drive bubbles along the flow and postpone 
their possible coalescence and hence the creation of separated regions. 
The latter themselves could be sources of large bubbles or slugs. The 
most effective way of insuring the existence of a favorable pressure 
gradient was found in the experiments to be through the use of various 
contraction geometries. Such contractions can have other beneficial 
effects, such as decreased frictional and two-phase mixing losses 
upstream of an LMMHD generator. Further, since high velocities are 
desired in LMMHD generators (perhaps as high as 50 m/s), high 
pressure drops across the contraction will exist. This is advantageous 
since the actual two-phase mixing is accomplished at higher pressures 
and lower void fractions where it is easier to create a homogeneous 
bubbly flow. Expansion of the bubbly flow through the contraction 
represents a favorable condition for the stabilization of the foam flow 
since no additional flow disturbances are introduced, and leads to the 
higher void fractions desired at the generator entrance. 

The literature and the above experiments show that the injection 
of gas through porous surfaces should be done at low superficial ve-

MIXER CONTRACTION 

GAS 

INSULATING VANES ^ . 

LIQUID METAL 

Fig. 18 Conceptual design of mixer-generator inlet assembly 

locities (volumetric gas flow rate/total porous area), i.e., below the 
critical velocity at which hydrodynamic instability creates gas slugs 
at the injection surface. A low injection velocity, however, requires 
a relatively-large injection surface, which can be best achieved through 
the use of several long airfoil-shaped elements. 

The findings of this research have led to the conceptual design of 
a two-phase LMMHD mixer shown in Fig. 18. By placing a contrac
tion and several long porous mixer elements upstream of the gener
ator, a large-enough area is provided for the injection of the gas, thus 
ensuring a below-critical injection velocity and the creation of a 
multitude of small bubbles. The wedged-element trailing edges are 
placed in the two-dimensional contraction to provide for smooth 
transition in the flow, thereby preventing separation. (In this design, 
a continuous-accelerating region actually exists all the way from the 
leading edge of the porous elements to the beginning of the LMMHD 
generator.) The resulting favorable pressure gradient ensures that 
the wall boundary layers are thin and laminar. In this way, losses in 
the mixer are minimized. 
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Characteristics of Exhaust Gas 
Pulsation of Constant Pressure 
Turbo-Charged Diesel Engines 
The constant pressure turbo-charge system has now been increasingly adopted for marine 
diesel engines because of its higher thermal efficiency in the range of higher mean effec
tive pressure. However, it seems that there has been no paper published on the exhaust 
gas pulsation of this sytem. In this study, a gas flow model of the constant pressure turbo-
charged diesel engines was assumed as a basic and fundamental one, and an investigation 
was made of it. As a result, some characteristics of the exhaust gas pulsation of this system 
have been clarified and a mathematical simulation system has been established. It must 
be emphasized that the filling and emptying method which neglects wave propagation 
cannot simulate the pulsation, although it can simulate the average exhaust gas pressure 
and temperature of this system. 

Introduction 
Nowadays, engines of higher thermal efficiency are more urgently 

required and investigated than ever in order to save energy. 
Under such circumstances, the constant pressure turbo-charge 

system has been increasingly adopted for marine diesel engines be
cause of its higher thermal efficiency in the range of higher mean ef
fective pressure. 

However, it seems that there has been no paper published on the 
exhaust gas pulsation of this system. 

The purpose of this study is to clarify the characteristics of the 
exhaust gas pulsation of the constant pressure turbo-charged diesel 
engines and then to establish a mathematical simulation system for 
it. 

As a result of the study, some of the characteristics of the mentioned 
exhaust system have been clarified and a mathematical simulation 
system has been established. 

Steps in this Study 
To begin with, a basic and fundamental model is assumed as a gas 

flow system of the constant pressure turbo-charged diesel engines. 
At a glance, the flow in the system seems to be very complicated, i.e., 
three-dimensional. However, it is desirable that it can be simulated 
by a one-dimensional system. With this in mind, the study was made 
in three stages. 

In the first stage, an experimental unit was made, which used air 
for working fluid and whose pipe system was 53 mm in diameter and 
8300 mm in length. Theoretical analysis by one-dimensional theory 
and experiments were made. 

Air was also used in the second stage as a working fluid. The flow 
system of the experiment unit was a model for that of a two-cycle 

Contributed by the Diesel and Gas Engine Division and presented at the 
Energy Technology Conference and Exhibition, February 3-7, 1980, New 
Or leans , La. , o t T H E AMERICAN SOCIETY OP MECHANICAL ENGINEERS. 
Revised manuscript received at ASME Headquarters October 15, 1979. Paper 
No. 80-DPG-5. This paper was originally presented at the CIMAC Conference, 
Vienna, Austria, May 7-10,1979. 

engine. Using this equipment, some measurements were made which 
were very difficult, or impossible, to make in actual engines; also, a 
study was done on the possibility of applying the one-dimensional 
theory to the exhaust system of actual engines. 

In the final stage, a study was made of the exhaust pulsation of some 
engines. 

The pressure drop oP by friction loss in the exhaust pipe and the 
exhaust temperature drop ST along the pipe were studied using the 
following formulas for steady flow: 

oP = pu£ • L 
D 2 

a~TE AL 

(1) 

(2) 

where To = wall temperature of exhaust pipe 
Pr = Prandtle number = 0.73 
Ho — viscosity at the temperature To 

As a result, the temperature drop was neglected not only in the pipe 
system of the two experiment units but also in those of actual engines. 
The pressure drop was taken into consideration in the pipe system 
with a diameter of 53 mm but neglected in the other systems. 

Theory 
Basic Gas Flow Model. A model of the gas flow system of the 

constant pressure turbo-charged diesel engines is shown in Fig. 1. 
Thus, the system is assumed to be constructed of a scavenge air duct, 
ports, cylinders, connecting ducts, an exhaust pipe, exhaust gas tur
bines and outlet pipes which connect the exhaust gas pipes with the 
turbines. 

In the model, the volume of the scavenge air manifold is infinitely 
large, the scavenge air pressure Ps and the scavenge temperature Ts 
are constant. The scavenge ports, the exhaust ports and the turbines 
are substituted by nozzles at pipe ends. The exhaust pipe, the con
necting ducts and the outlet pipes are regarded as straight pipes. 

Thus, the basic gas flow model is assumed to be constructed of four 
kinds of hydrodynamic elements, namely: volumes, nozzles, straight 
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pipes and branches (Fig. 1) while it is assumed to be constructed of 
seven kinds of structural elements. 

The straight pipes are not necessarily those of constant diameter 
or of constant cross-sectional area along their longitudinal axis. 

Fig. 2 shows a sketch of an exhaust system used in some engines as 
an improved exhaust system which can also be constructed using the 
hydrodynamic elements mentioned above. 

In this study, the system shown in Fig. 1 is to be mainly studied. 
However, in order to prepare for the later analysis, orifices inserted 
in the exhaust pipe is taken into consideration in the analysis. They 
are assumed to be of infinitely small thickness. 

Mathematical Model. The exhaust pipe system is to be regarded 
as one-dimensional, and the gas to be a perfect gas. The heat loss from 
the exhaust system is neglected, and the system is to be regarded as 
a non-isoentropic adiabatic system. The mathematical model is 
necessary for each one of the five hydrodynamic elements mentioned, 
i.e., flow in straight pipe, branch flow, flow at nozzle, flowless volume 
and throttled flow (flow at orifice). 

Unsteady Flow in Straight Pipe. One-dimensional unsteady flow 
is represented by the following formulas. 

du du 1 dP „ 
Equation of motion \- u 1 = X (3) 

dt dx p dx 

dp dp du 
Continuity equation \- u H p — = Y (4) 

dt dx dx 
ds ds 

Entropy equation r- u — = Z (5) 
dt dx 

X is an external force by pipe friction and is represented as fol
lows: 

X = .J/ 
2D1 (6) 

where / = friction coefficient. Y is an influence by the change of sec
tional area and is represented as follows: 

F ' dx 
(7) 

„ „hows change of entropy due to friction loss and is given by the 
following formula. 
Z she 

z dq _ A(uX) 

T T 
(8) 

where uX = friction work/s. 
Mathematical Model at the Branch. The exhaust pipe of the 

engines is such that the branch pipe intersects the exhaust pipe at a 
right angle. At first, the simplest constant pressure theory is applied 
as a mathematical model of branch. 

By the constant pressure theory of branch, the static pressure is 
assumed to be equal at the junction-end of all pipes of the branch. 
Therefore, the following formula is given to the three-way branch, 
shown in Fig. 3. 

P i = P 2 = Pz 0 ) 

In the branch of the exhaust system of the engines, the most com-

Outlet pipe Exhaust gas turbine 
\ 

"I Exhaust gas pipe n Branch 

Scavenge air manifold 

Fig. 1 A basic and fundamental model for engine gas flow systems 

Fig. 2 An example of improved gas flow system 

Y 

Fig. 3 Flow model of branch 

plicated branch has four ways. Therefore, the formulas are so con
structed that the four-way branch can be calculated. 

As the so-called momentum theory is now thought to be the most 
accurate one for the branch of one-dimensional flow, it is to be studied 
afterwards. 

Flow at Nozzle. Because the formulas for the flow at nozzle are 
fundamentally the same as those for throttled flow, to be described 
later, they are omitted here. 

Mathematical Model for Volume. Suppose the gas dGjn with the 
temperature of Tm flows into the gas with volume V, pressure P, 
temperature T and weight G during a time increment dt. Suppose also 
that the air dGout flows out and the air volume has changed by dV 
during dt. Then, the change of P, T and G in dt can be given by the 
following formulas: 

Energy equation dQ = CvGdT + APdV 

Mass conservation dG = XdGi (i = 1, 2, 3. .) 

State equation PV •• 
here dQ = hmdGi„ • 

ftin ~ Cn I in, i 

GRT 

houtdGout 

(10) 

(11) 

(12) 

(13) 

Using the relations between (11, 12) and (13), equation (10) can be 
given as follows: 

dT = (KTm - T) 
dG-m 

•U-1)T 
dGa 

(K-
dV 

I T — 
V 

(14) 

-Nomenclature. 
a = speed of sound 
A = thermal equivalent of mechanical 

work 
cp = specific heat under constant pressure 
cu = specific heat under constant volume 
d = diameter of nozzle or orifice 
D = diameter of exhaust pipe 
/ = coefficient of friction loss of pipe 
F = cross-sectional area 
g = gravity 
G - gas weight 
h = specific enthalpy 

L = length of exhaust pipe 
n = rotational speed of engine or rotary 

valve 
P = absolute pressure 
Q = heat 
R = gas constant 
s = specific entropy 
T = absolute temperature 
u = gas velocity 
v = specific volume 
7 = specific weight 
0 = crank angle 

K = specific heat ratio 
fi = viscosity 
p = density 

Subscripts 

DC = delivery close 
DO = delivery open 
EC = exhaust close 
EO = exhaust open 
E = exhaust system 
s = scavenge air manifold 
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. PI P z
Isoentroplc change - = - (17)

PI< pz<

Then, P, T and G after dt can be obtained from (11, 12) and (14).
Mathematical Model of Throttled Flow. Now, consider the flow

model in Fig. 4 where u, T and P are uniformly distributed at upper
flow side, throttled part and lower flow side with the throttle of sec
tional area F z as a boundary. Formulas for the flow model are as fol
lows.

(36)
dx
-=u±a= ±a
dt

Fig. 4 Flow model of orifice

where a is the mean speed of sound.

e = X - a (~ +. -.£) (34)
p Cu <

Z
h=-1f; (35)

2Cu<

A method which substitutes (27) and (29) with the following formula
is referred to as a linear calculation.

Experiment and Simulation
A study of air models and some engines has proved that exhaust

pulsation can be simulated with satisfactory accuracy by the method
of characteristics, regarding the exhaust pipe system as one-dimen
sional.

One-dimensional Air Model. Experiment Unit. As illustrated
in Fig. 5, the gas flow system of the experiment unit is constructed of
rotary valves, straight pipes, orifices and pipe-end nozzles. The
equipment was so designed that it could simulate the gas flow in the
engines as similarly as possible. In other words, the surge tank is so
designed that the pressure can be maintained at a constant, and the
volume of rotary valve, time area of exhaust port and the diameter
of exhaust pipe are so designed that the flow rate, amplitude and
shape of the pulsation can approximate those of the engines. The air
flows in and out once each time the valve rotates. The opening period
of the exhaust port is about 7r/2. The volume of the rotary valve is 7.13
liters. A photograph of the unit is shown in Fig. 6.

(18)

(19)

(20)

(21)

(22)

(23)a=p;

2 a
1f;=-'-

K - 1 rr

(
dp dP)

ds = Cu -K -; +. P

Momentum conservation P a = Pz +. Paua(uz - ua)

However, Uz = az

Continuity equation PIulFI = pzuzFz = PauaFa (15)

. 1 K PI I? K P zEnergyequatlOn - UI Z +. -- - = - Uz- +.---
2 K - 1 PI 2 K - 1 pz

1 K Pa
= -uaz +. --- (16)

2 K - 1 Pa

is substituted for (18) where the flow at the throttle is choked.

Numerical Analysis by the Method of Characteristics.
Equations (3-5) are solved by the method of characteristics on the
basis of numerical analysis. At first, entropy s is given in terms of P
and P to change the original equation so that the numerical integra
tion may be easy.

Then, introduce the following variables.

1f; is an increasing function of entropy s and a is the speed of sound.
With the above relation, the original equations are changed asfol
lows:

(26)

(25)

(24)
OU OU orr
-+.u-+.a1f;- -X =0
ot ox ox

orr orr OU (Y Z)1f;-+.1f;u-+.a--a -+.- =0
ot ox ox p Cu<

o1f; o1f; Z
-+.u----1f;=O
ot ox 2Cu<

The equations to obtain the numerical analysis of (24, 25) and (26)
by the method of characteristics are as follows:

where b = X +. a (~ +. ~)
p Cu< Fig. 6 One-dimensional all' model

{

dX=u+.a
dt

du +. 1f;drr = bdt

{

~: = u- a

du -1f;drr = e . dt

{
~: = u

d1/!=h·dt

Propagation
direction of
pressure

Propagation
direction of
pressure

Flow
direction

(27)

(28)

(29)

(30)

(31)

(32)

(33)

Fig. 5 Sketch of one-dimensional all' model
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Fig. 9 Half scale air model of a two-cycle engine
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Fig. 10 View of the model for a two-cycle engine
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Fig. 8 Pulsation in one-dimensional model with the orifices (52 and 53 in
Fig. 5)

The air, after being fed out of the main surge tank, is led to sub
surge tanks (1, 2) and (3) through the orifices for flow rate measure
ment, from where the air is stored in each rotary valve. The com
pressed air stored in the rotary valve is blown down from the exhaust
port to generate the pulsation. The pressure in the rotary valve PI,
Pz and P s vary as shown in Figs. 7 and 8.

In the experiment, the pressure measurement was made at all the
points from PI-Po shown in Fig. 5 using pick-ups of strain-gauge type.
The flow rate was measured at QI, Q2 and Q:l.

Experiment and Simulation. A study of the influence offriction
coefficient on the simulation has proved that! = 0.009 is proper.

Figs. 7 and 8 show a comparison of the experiment with the simu
lation. The conditions for the experiment and the simulation are
shown in Figs. 5, 7 and 8; n = 134 rpm, tank pressure PT = 0.13
MN/mz (gauge pressure), and nozzle diameter of pipe end d = 15 mm.
Fig. 7 shows the case where no orifices are installed in the pipe, and
Fig. 8 shows the case where the orifices with a hole diameter of 26 mm
are provided at 8 2 and 8 s.

In the simulation, three methods were used: the method of char
acteristics, the linear calculation and the volume theory. Although
the results obtained by the method of characteristics best matches
that measured, the difference from that obtained by the linear cal
culation may be neglected. When orifices with small area ratio (d/D)2
are provided at rather short intervals, the simulation by the volume
theory approximates the actual pulsation, if roughly viewed, as shown
in Fig. 8. However, the simulation by the volume theory differs greatly
from the actual pulsation when wave propagation cannot be neglected
as shown in Fig. 7.

The above results have proved that the pulsation of the air model
which has the branch as shown in Fig. 5 and is provided with orifices
can be precisely simulated by the theory described in the previous
chapter.

Air Model of a Diesel Engine. Experiment Unit. Fig. 9 sbows
a model of a two-cycle engine, which is constructed like the gas flow
system of the engine. The cylinder is an aluminium casting. A pho
tograph of the equipment is shown in Fig. 10.

In the actual engines, the exhaust pipe is constructed of the exhaust
pipe segment for each cylinder, and each segment is connected by the
connecting piece (expander). The exhaust pipe of the model is con
structed of ten segments; in other words, the model is supposed to
simulate the exhaust pipe of an engine with ten cylinders.

~
;~.~~~
tlJ

010'04~,P5
~ 0.02 '. ,
:J
~ O' -, . '.

~~~~~
o 60 120 180 240 300 360

Crank angl!:'. d!:'g
ME'aSur!:'rn!:'nt
M!:'thod of charact!:'ristics
Lin!:'ar calculation
Vol urn!:' th!:'ory

Fig. 7 Pulsation in one-dimensional air model without orifices in exhaust
pipe
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As shown in the drawing, the piston is fixed by fixing the fly-wheel 
with a slide pin. In the experiment, the piston is fixed where the sec
ond piston ring is several centimeters above the exhaust ports. In the 
cylinder, compressed air of about 0.5 MN/m2 (gauge pressure) is ac
cumulated. When the pin is removed, the piston is moved by the air 
pressure inside the cylinder, and the air is blown down from the cyl
inder into the exhaust pipe through the connecting duct.. 

The pick-ups installed near the exhaust port are mini-size pressure 
sensors of strain-gauge type of 2 mm thickness and 6 mm dia. 

Experiment and Simulation. Fig. 11 show a comparison of the 
measurement with the simulation made on the air model of the two-
cycle engine mentioned. 

The result shows that they agree very well in the main pipe and in 
the neighboring connecting duct, namely, at the points 13,17,18,19 
and 20. 

Because the blow-down process is a very complicated event and the 
actual flow during the blow-down is three-dimensional near the ports 
and in the connecting duct (Fig. 12), there exists a considerable dif
ference between the measurement and the simulation at the local 
points of 2 and 9. 

However, it is believed that the one-dimensional theory as a whole 
simulates the events near the ports and in the connecting duct during 
the blow-down, because it is otherwise impossible to simulate the 
event in the main pipe and the neighboring duct as precisely as shown 
in Fig. 11. 

The slight difference between the simulation and the measurement 
at No. 2 segment of the exhaust pipe is due to the dynamic pressure 
picked up here. Although the simulation shows static pressure, the 
pressure pick-up at No. 2 segment where the blow-down gas hits the 
pipe wall possibly measures dynamic pressure' besides the static 
pressure. 

In short, the gas flow in the model of Fig. 9 can be regarded as 
one-dimensional in practice, which possibly shows that the flow sys
tem of the engines can also be regarded as one-dimensional from the 
view point of the practical simulation for exhaust pulsation. 

Exhaust Pulsation of Engines. Figs. 13 and 14 show the com
parison of pulsation measurements on a two-cycle and a four-cycle 
engine with the simulations. Table 1 shows the data used for the cal
culation. 

In the simulation for the exhaust pulsation of actual engines, such 
data as the pressure PEO and the temperature TEO, etc. in the cylin-

- Simulation 
- Measurement 

0/ 

Q. 

0.02 r 05) Connect ing duct 
' Q\ J i i y ^ , , . . of No-3 segment 

0.02 F 
oL 

19 
N o 6 segment 

0 
r v* In f ront of pipe 

end n o z z l e 

60 120 180 

Crank a n g l e , deg 

Fig. 11 Experiment and simulation of model for a two-cycle engine 

ders at the time of exhaust open (EO) are given as input data for the 
calculation system. They are obtained or estimated from the mea
surement on the engines concerned. Because the combustion process 
in the cylinder is not calculated and PEO, TEO, etc. are given as input 
data, the simulated cylinder pressure, for example, jumps at the ex
haust open as shown in Fig. 13 (a) and Fig. 14 (a). 

As for the measurement of the two-cycle engine, the result was that 
the pulsations were larger in amplitude at both ends of the exhaust 
pipe than those near the longitudinal center. In Fig. 13 each one at 
the pipe end and near the center is shown. This means that the ex
haust pulsation has the fundamental vibration mode of an air column 

. in the pipe with both ends closed. It is to be noticed that the frequency 
of the pulsation is ten cycles per one revolution of the engine, although 
seven cylinders are connected with the exhaust pipe. The dynamic 
pressure is picked up at No. 1 segment of the exhaust pipe during the 
blow-down from No. 1 cylinder and, therefore, the measurement is 
slightly larger than that calculated. 

In the four-cycle engine, the frequency of the pulsation is eight, 
cycles per two revolutions before the turbo-charger, as shown in Fig. 
14 (b). Although the data are not given, the pulsation amplitude near 
the center is smaller as in the case of the two-cycle engine. 

In the four-cycle engine, an experiment was made in which an ori
fice was inserted between the No. 5 and the No. 6 cylinder. The orifice 

250 

® Bo t tom of f l o w pa th 

O Ce i l ing of f l o w pa th 

i S ide wa l l of f l o w pa th 

Fig. 12(a) Detailed cross-sectional view of the air model and measurement 
points 

0.02 0.02r 

0-1 

0.08 

0.06 

0.04 

0.02 

0.02r 

( b ) F i g " 1 2 W Measurement at points (T)-© 
PEO = 0.5 MN/m2 (gauge pressure) 

Fig. 12 Pressure fluctuation during blow-down 
(air model of a two-cycle engine) 
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P i ck -up 
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Fig. 13 Experiment and simulation of exhaust pulsation for a two-cycle 
engine 

Table 1 Data for calculation 

Engine type two-cycle four-cycle 

Revolutional speed 
Scavenge air pressure (gauge) 
Scavenge air temperature 
Cylinder pressure at EO 
Cylinder temperature at EO 
Diameter of cylinder 
Stroke 
Number of cylinders 
Firing order 

n rpm 
Ps MN/m2 

7VK 
PEO MN/m2 

T e o K 
D mm 
s mm 
z 

145 
0.117 
313 
0.65 
1005 
700 
1200 

7 

450 
0.190 
313 
1.05 
1023 
520 
550 
9 

1725436 135798642 

was 380 nm in diameter. As shown in Fig. 14 (c), the pressure fluctu
ation was attenuated by the orifice, and the simulation and the 
measurement agreed very well. 

The results in Figs. 13 and 14 prove that, although the gas flow 
system of the constant pressure turbo-charged diesel engines can be 
regarded as.a very simple one, the exhaust pulsation, which is formed 
by the pulses of blow-down and the reflected waves, is very compli
cated. It is also proved that the one-dimensional theory can correctly 
simulate the exhaust pulsation by using the method of characteris
tics. 

Characteristics of Pulsation 
It has been proven that the one-dimensional theory can simulate 

the unsteady flow in the exhaust system of constant pressure turbo-
charged engines. 

Based on the results of the study, characteristics of the pulsation 
in the exhaust system corresponding to the basic model shown in Fig. 
1 are to be studied in this chapter. 

The two-cycle and the four-cycle engine to be referred to in this 
chapter are those mentioned in the previous chapter. 

General Fea tures . First, it should be emphasized as one of the 
characteristics that the unsteady flow in the exhaust system can be 
simulated by one-dimensional theory although the flow in the system 
seems very complicated at first sight. 

Second, it should be emphasized that the pulsation of the constant 
pressure system is a complicated one, and it can never be simulated 
by the filling and emptying method (volume theory) which neglects 
wave propagation. 

It is widely misunderstood that the exhaust pulsation of this system 
can be simulated by the volume theory because the volume is very 
large and the pressure fluctuation is relatively small in the exhaust 

Simu la t i on 
Measurement 
(No.l Cyl.) 

DO Ep DC 
(a) 

^. <I; 
Ol 
3 
11 
Dl 

Cu 

07 

0.1 

0 

^AAAAAAA, 
PTC wi thout or i f ice in the p ipe 

(b) 

0.2 

0.1 

0 

PTC w i th an or i f ice in the pipe 

U ^ R J , ° PTC 

240 480 

Crank ang le , deg 

8100 

720 

<t>550 $380 

0(2) (3) (4) (5) (6X7) CD 19) 
450rpm x 7000kw 

Fig. 14 Experiment and simulation of exhaust pulsation for a four-cycle 
engine 

01 

Volume theory 
Measurement 

Fig. 15 Simulation by volume theory 

Fig. 16 Simulated pulsation by one pulse 
(pulsation by blow-down of No. 1 cylinder) 

0.1 

Actual order 

Order given at wi l l 
(1725436) 

(1357642) 

0 120 240 360 
Crank ang le d e g . 

Fig. 17 Simulation for influence of firing order on exhaust pulsation 
(two-cycle engine) 

pipe of this system. However, when the problem concerned is the in
fluence of the pulsation on gas exchange in cylinders, it is quite im
possible to simulate the pulsation by the volume theory. Fig. 15 shows 
that the simulation by the volume theory is drastically different from 
that actually measured in the two-cycle engine, while the simulation 
by the method of characteristics agrees well with the measurement 
shown in Fig. 13. 

Fig. 16 shows the case where the pulsation caused by a single pulse 
of cylinder No. 1 is simulated in the two-cycle engine. As shown, the 
reflections to the third are rather strong. Each pulsation caused by 
each cylinder in a cycle interacts to form a complicated pulsation that 
cannot be simulated by the volume theory. 

Third, the strong influence of the firing order on the pulsation is 
one of the characteristics as shown in Fig. 17. One of the two simula
tions uses the firing order that is actually used in the two-cycle engine, 
and the other uses a firing order that is given at random. 

It is well known that gas exchange is badly interfered with by the 
pulsation in the pulse turbo-charged system if the firing order is not 
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properly determined. On the other hand, it is assumed in general that 
the firing order is not restricted by the exhaust pulsation in the con
stant pressure system, and this is even believed to be one of the main 
merits of this system. However, the results of the study show that the 
firing order is not necessarily free of the exhaust pulsation. 

Fourth, it is to be mentioned that the pulsations near both ends of 
the exhaust pipe are larger in amplitude than those near the longi
tudinal center, which means that the pulsation has the fundamental 
vibration mode of a gas column in the pipe with the both ends closed. 
Figs. 13 and 14 are examples. 

Linearity of the Pulsation. The calculation method which uses 
equation (36) instead of equations (27) and (29) is referred to as a 
linear calculation, as was already mentioned. 

In the pulsation of the two-cycle engine, no significant difference 
was recognized when comparing the simulation by the linear calcu
lation with that by the original method of characteristics. This means 
that when the pulsation caused by each single blow-down, ai, is 
known, the resultant pressure pulsation in the exhaust pipe, a, can 
be obtained by linear summation of each pulsation, as shown in the 
following equation (refer to Appendix). 

a = <rc + ((7i + (T2 + C3 + • .) (37) 

where the variable a is a function of pressure defined by the equation 
(21) and <rc is an integration constant. 

It is one of the characteristics of the constant exhaust pulsation that 
it can be obtained by linear summation of each pulsation caused by 
each cylinder. 

However, this does not mean that the pulsation can be easily ob
tained. It is generally impossible to analyze the pulsation of the con
stant pressure system by any simple method, and there is no other 
suitable method than using the computer simulation. 

Flow at Branch. Benson1 offers correction factors for momentum 
theory for the flow at the branch. The factors were experimentally 
obtained, and he proved that the analysis of the blow-down process 
of the pulse turbo-charge system was improved by using the fac
tors. 

By using Benson's factor, pressure drop at the branch (Fig. 18) is 
described as follows: 

Pi-P2 = C4(p2u2
2 - piuS) 

Pa ~ P2 = C6(p2"22 - Pi"i2) 

(38) 

(39) 

where C4 and C5 are Benson's factors. 
A simulation using the constant pressure theory of branch was 

compared with that using the momentum theory in which Benson's 
factors were applied. The result showed little difference between 
them. 

One of the remarkable features of the constant pressure system is 
that the characteristics of the branch are described by the constant 
pressure theory which assumes no pressure drop at the branch, be
cause mixing of the high-speed blow-down gas in the connecting ducts 
and the gas in the main pipe may cause some pressure drop at the 
branch. 

However, Benson's momentum theory very clearly explains why 
the branch characteristic is described by the constant pressure theory. 
Applying Benson's theory, it follows that it is the flow speed in the 
main pipe but not the speed in the connecting duct that contributes 
to the pressure drop at the branch. However, the flow speed in the 
main pipe is too small due to its large diameter to generate any pres
sure drop at branch. 

Pulsation in Connecting Duct. In general, the cross-sectional 
area of the main pipe is much larger than that of the connecting duct 
in the constant pressure turbo-charge system. Furthermore, the 
pressure fluctuation in the main pipe is supposed to be very small in 
this system. 

1 R. S. Benson, D. Woollatt, and W. A. Woods "Unsteady Flow in Simple 
Branch Systems," Proceedings of the Institute of Mechanicai Engineers, Vol. 
178, 3I(iii), 1963-64. 

This means that the main pipe is an open end for the connecting 
ducts. Therefore, the event in a connecting duct is equivalent to gas 
column vibration in a pipe with one end closed and the other end open, 
while the exhaust ports are closed. On the other hand, it is equivalent 
to gas column vibration in a pipe with one end connected with a vol
ume (cylinder) and the other end open, while the exhaust ports are 
closed. 

If there is no pressure fluctuation at all in the main pipe, the events 
will be the same in all the connecting ducts. 

However, pressure pulsation actually exists in the exhaust pipe and 
the event is different in each connecting duct (Fig. 19). 

Control of Pulsation. As explained, it is preferable to control and 
attenuate the pressure fluctuation in the main exhaust pipe which 
leads to more uniform events in each connecting duct. 

In the exhaust system, corresponding to the basic model shown in 
Fig. 1, the length of the exhaust pipe L, the engine rotational speed 
n, the exhaust gas temperature TE, the volume of the exhaust pipe 
VE and the firing order are the main factors affecting pulsation. 

However, L, n, TE and the firing order are strongly restricted by 
the engine specifications and VE is the single factor which can be 
changed, especially when the engine has already been constructed. 

However, while a simulation shown in Fig. 20 shows that the en
largement of the volume is effective in attenuating the pulsation, 
another simulation shown in Fig. 21 proves that it is not always ef
fective, which may be attributed to the complexity of the pulsation 
of this system. Furthermore, the extremely large volume is restricted 
not only due to structural reasons but also due to worse response to 
load change of engines. 

There are some other ways to attenuate the pressure fluctuation 
among which inserting orifices in the exhaust pipe is a very simple one; 
an example of an experiment using an orifice was described in the 
previous section. 

However, care should be taken that energy loss may not be in
creased by applying these methods to attenuate the pulsation. 
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Fig. 18 An example of branch flow 
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Fig. 19 Pressure fluctuation in main exhaust pipe and connecting duct 
(a four-cycle engine) 
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Fig. 20 Influence of exhaust pipe volume on pulsation 
(a two-cycle engine) 
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Fig. 21 Influence of exhaust pipe volume on pulsation 
(a four-cycle engine) 

Inserting orifices will probably increase the resistance to gas flow. 
However, in the case shown in Fig. 14, no increase of the fuel con
sumption was recognized in the four-cycle engine. 

Possibility of Utilizing Pulsation. The gas column in the con
necting duct is a vibration system for which the main exhaust pipe 
is supposed to be an open end. Therefore, it is possible to utilize the 
vibration in the duct by designing the relevant parameters so that they 
may improve the interaction between the cylinders and the events 
in the ducts. This is possible, however, only when the pressure fluc
tuation in the main exhaust pipe is very small because the pulsation 
in the main pipe leads to different gas column vibrations in the con
necting ducts (Fig. 19). 

As far as we know, it is very difficult to positively generate a stronger 
pulsation in the main pipe and to utilize it for the improvement of 
engine performance. This is because the pulsation in the main pipe 
is far too complicated to be consciously generated in a form that en
ables it to have a stronger, better and more uniform vibration in every 
connecting duct. 

On the contrary, care should be taken so that pressure fluctuation 
in the main exhaust pipe is minimized for better engine perfor
mance. 

Flow Velocity. It is now clear that one of the main features of the 
constant pressure system is supposed to have been realized when the 
pressure fluctuation in the main exhaust pipe is very small even if the 
cross-sectional area, or the volume of the exhaust pipe, is small. 
However, an extremely small area of cross section leads to a remark
able loss of kinetic energy. 

When exhaust systems are planned, the average gas speed, w, 
through a cross-section concerned is usually estimated by the fol
lowing equation: 
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Fig. 22 A simulation of gas flow speed in the exhaust pipe 

Table 2 Gas speed and kinetic energy 

1 
4 
6 
8 

u 
( 

51.5 
34.7 
23.0 
11.4 

m/s) 
w 

54.0 
36.0 
24.0 
12.0 

u2 

(m2/ 

2950 
4020 
3313 
1392 

(To)2 

s2) 

2930 
1290 
532 
144 

_ 1 (GERTE\ 

a 
w 

0.96 
0.96 
0.96 
0.95 

u2 

m2 

1.01 
3.12 
6.22 
9.65 

(40) 

where FE '• 

FE\ PE I 

cross-sectional area concerned 

GE = gas-flow rate through FE 

However, the actual gas speed fluctuates because the flow in the 
exhaust system is unsteady. A simulation shown in Fig. 22 shows the 
fluctuation of the gas speed u at points 1, 4,6 and 8 in the four-cycle 
engine. 

Table 2 compares u and u2 with w and (w)2, respectively, where u 
is the time mean value of the calculated unsteady speed u and u2 is 
that of u2, while w was calculated by equation (40), based on the 
measured data of mean value. 

The square of the speed is a measure of the loss of kinetic en
ergy. 

Although the unsteady gas speed u fluctuates over the whole range 
of the engine cycle (Fig. 22), it is a matter of course that u is nearly 
equal to w at all the points as shown in Table 2 because the simulation 
of the unsteady flow and the resulting time mean values agree well 
with the measurement. 

On the other hand, Table 2 shows that the estimation of the square 
of the gas speed based on unsteady flow is much greater than that 
based on the average gas speed by equation (40), except for that in 
front of the gas turbine, namely at the point 1. 
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This means that the actual energy loss is greater than that esti
mated in the usual way, because of the strong fluctuation of the gas 
speed back and forth. 

C o n c l u s i o n 
As a result of this study, some of the characteristics of the exhaust 

gas pulsation of the constant pressure turbo-charge system have been 
clarified, and a simulation system for it has been established. 

Above all, it must be emphasized that the exhaust pulsation of this 
system can never be simulated by the filling and emptying method 
which neglects wave propagation. 

It is also to be noticed that the unsteady flow in this system can be 
described by the one-dimensional theory, although the gas flow in the 
system seems to be far more complicated at a glance. 

The simulation system is now being improved not only in the cal
culation method of the pulsation but also in the whole simulation 
system to make a new one, which will be able to analyze also the in
teraction between the whole process in cylinders and the pulsation 
in the exhaust and scavenge system. 

The new system will be, in other words, a combination of two sim
ulations; the simulation of the pulsation in exhaust and scavenge 
system and the so-called engine performance simulation. 
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APPENDIX 
Linear Calculation. As already explained, the calculation method 

which assumes equation (36) instead of equations (27) and (29) as the 
characteristic lines of the pressure propagation is referred to as a linear 
calculation. 

Equation (36) assumes that the gas flow speed is negligibly small 
compared with the speed of sound and that the speed of sound can 
be regarded as constant in the system concerned. 

Solving the linear calculation means solving equations (28, 30) and 
(32), where the characteristic lines of pressure propagation are rep
resented by equation (36) and that of fluid elements by equation 
(31). 

Accordingly, equations (28) and (30) are represented in the fol
lowing form: 

du du , do do] „ Y Z 
— + a — +yf/\— + a—\ = X + a\- + 
dt dx \dt dx] \p C„«, 

du 

dt 

. du 

dx 

(41) 

" 7 H (42) 

The following equations are obtained by (4, 42), and (31) and 
(32). 

du , da 
— + ipa — = X 
dt dx 

du , da 
a — + f — • • 

dx dt 

df dip 
1- u — = 

dt dx 

IY Z 
••a\-+ — 

2C„K + 

(43) 

(44) 

(45) 

However, the equations obtained above are not linear in a precise 
sense. 

If, in the system concerned, the entropy change Z due to friction 
work can be neglected and the events at boundaries are isoentropic, 
namely, Z — 0 and \p = \p, the above equations are changed as fol
lows: 

du -r_da 
\- \pa — : 

dt dx 
X 

_du -j da Y 
a h \p — = a — 

dx dt p 

(46) 

(47) 

Moreover, if the external force X and the change of cross-sectional 
area Y can be neglected, the following linear equations are ob
tained. 

d2u 

dt2 

d2o 

a 2 - = 0 
dx2 

- a 2 -
dt 2 dx2 0 

(48) 

(49) 

This means that the pulsation is linear in the exhaust system, which 
can be regarded as isoentropic at the boundaries, and where the ex
ternal force due to friction, heat generation, heat transfer, and change 
of sectional area can be neglected in practice. 

A result similar to the one described by equations (48) and (49) can 
be obtained for the system where the characteristic lines of the 
pressure propagation are represented by the following equation: 

dx 

dt 
u ± a (50) 

The system which follows equation (50) is the one where the mean 
speed of gas flow cannot be neglected. 
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Short Pipe Manifold Design for 
Four-Stroke Engines.8 Part 11 
Continued study has gone on examining a discrete modal model of intake and exhaust 
breathing of four-stroke engines. By matching a Helmholtz defined pressure excursion 
to specific average flow velocities, maximum ram supercharge on intake and scavenging 
on exhaust are possible. Inclusion of all engine parameters allows for a quick, accurate 
design of an intake/exhaust pair. Trends are noted easily and errors can be corrected 
quickly. The intake and exhaust systems can be designed to compliment the additional 
power possible when a turbocharger, Roots blower, or some other supercharger system is 
added to the engine. Improved performance, economy, and emissions characteristics are 
possible with the careful matching of the manifolds to the operating conditions. 

Introduction 
A two mode model of intake and exhaust breathing in four-stroke 

engines has been studied under Dr. Helmuth W. Engelman at the 
University of Wisconsin and the Ohio State University. This model 
splits each intake or exhaust sequence into two discrete elements. The 
dominant opened valve period is examined as a Helmholtz resonator 
matched to specific flow velocities in the primary (cylinder runner) 
and secondary (runner to' the atmosphere) pipes. In a short pipe 
(much less than a wavelength of pipe), the closed valve period does 
contain a standing wave oscillation of minor consequence, but may 
be dismissed as the tuning model. 

Ram supercharge on intake and scavenging on exhaust perform over 
a broad speed range. Just as a sine wave is positive for one half of its 
cycle (a 2-to-l time ratio), the torque improvement is available for 
a 2-to-l engine speed range. A single cylinder or group of five or more 
cylinders breathing off of a common supply (the popular V-8 single 
plane manifold) acts as a one degree of freedom system with a single 
torque peak defined by the resonances present. A group of two, three, 
or four cylinders breathing through a common runner that is opened 
to the atmosphere is a two degree of freedom system with two torque 
peaks. The goal is to improve performance, economy, and emissions 
characteristics by using the dynamics of the manifold rather than 
depending entirely on the chemical energy released when fuel is 
burned, for power. 

Publications that consider the two mode model are presented in 
[1-14] at the end of this paper. Recent reconfirmation of Engelman's 
assumptions, velocity data, and details of a resonance factor are ex
amined here. 

Background 
Popular design theory used today is derived from assumptions 

expressed by Taylor of MIT's Sloan Research Lab [15-19]. Morse, 
et al. studied the pipe as though flow is steady state, with an inter
ruption begun on valve closure, which would set up a standing wave 
in the intake pipe, which could be timed to the engine as a quarter 
wave organ pipe oscillation. The model describes a 200 in. "long" pipe 

Contributed by The Technical Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Energy Technology Con
ference and Exhibition, February 3-7,1980, New Orleans, Louisiana. Manu
script received at ASME Headquarters October 26,1979. Paper No. 80-DGP-6. 
This paper was originally presented at the CIMAC Conference, Stockholm, 
Sweden, May 24-27,1971. 

fairly well, but Taylor commented that transients seemed to govern 
a more reasonable pipe length (20-40 in.). One conclusion of their 
multicylinder work was that a pipe as short as possible should be used 
to connect all cylinders [17] p. 9). Perhaps the common log-runner 
manifold developed because of their anonymous influence. A complete 
set of performance coefficients is necessary for each design speed with 
this technique. The required tests can become a time consuming 
process which may ultimately get a reasonable design, but usually only 
after a great deal of hack-saw dynamometer testing. A more likely 
result is that acceptance is given to the first manifold that meets some-
minimum criteria or at the end of the boss's budget or patience. 

Recently, finite difference techniques have been applied to the 
theory that continuously traveling positive and negative waves coexist 
in the pipe [20]. A 90 cubic inch, four cylinder engine exhaust study 
included a test system of 48 in. long, 1-1/2 in. diam pipes that ' 'is-
charged into an expansion chamber. Torque peaked at 4000 and 5000 
rpms. See Fig. 1. 

The lower peak was expected, but the higher point was passed off 
as if "some other factor besides the exhaust is effecting the volumetric 
efficiency at this speed (5000 rpm). . . some favorable wave in the 
intake tract." ([20] p. 1743). Using the model described below, this 
manifold is a one degree of freedom system. The 4000 rpm point is the 
result of a mass wave timed by the system dynamics scavenging the 
cylinder, with an average flow velocity in the pipe of 170 ft/s. As Fig. 
10 shows, 200 ft/s matched to the Helmholtz governed pressure ex
cursion gives maximum boost: 212 ft/s exists at 5000 rpm. In this case, 
the resonator and velocity points are relatively close (1000 rpm apart), 
but far enough apart that both are distinct. If the two design speeds 
were closer, a single torque peak would exist. An analysis of an Edel-
brock Streetmaster manifold on a 350 cid engine showed the same 212 
ft/s velocity at its single torque peak at 3500 rpm ([12] p. 9). A recent 
drag race engine test also had separate speeds, but perhaps because 
they were closer than the four cylinder (only 6-700 rpm difference) 
and/or because of the high performance cam used, the apparent 
torque peak came half way between the other points, at 7200 rpm 
[21]. 

In Blair and Goulburn's four cylinder study, both resonator and 
flow boost points exist. As demonstrated by Thompson [6] and Eb-
erhard [7] at Ohio State, boost is optimized when the resonator and 
velocity points coincide. The Blair study showed a best improvement 
over the stock system of 1.9 percent. A common rule of thumb given 
this author is that 3-5 percent improvement is the best that can be 
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expected with exhaust tuning when a "mild" street cam is used. A 1600 
cc stock Ford Pinto powered Formula Ford race car developed 12 
percent more torque when a closer resonance-velocity match was 
made [22]. Eberhard experienced volumetric efficiency as high as 118 
percent (comparable to a gear driven supercharger) in a naturally 
aspirated diesel engine intake test. Too often, the cylinder is only 
considered a source of boundary conditions for the pipe.. Important 
engine parameters are ignored completely: cylinder displacement 
volume, compression ratio, valve timing, pipe areas and lengths, idle 
pipe and plenum volumes, and the degrees of freedom of the 
system. 

Theory 
At the University of Wisconsin, Engelman pursued a Helmholtz 

model of the pipe to gain the great separation of the primary from the 
harmonic frequencies: the ratio of first harmonic to primary is com
monly 20-to-l or more. This ratio in a quarter wave organ pipe model 
is only 3-to-l. In Teeter's study [3], the manifold alone was modeled 
as the Helmholtz volume and pipe. Because only a 4 percent im
provement was made, Engelman concluded that some other model 
was necessary. He proposed the two mode model where the cylinder 
became part of the resonator system. A "filling factor" was anticipated 
to account for the moving piston, but that was found to be unneces
sary. Using a graphical technique, Cambi demonstrated that there 
is only a 0.3 percent change in the period of an L-C circuit with a ± 
20 percent change in the value of the capacitor [4]. The mechanical 
analog of an L-C is the Helmholtz resonator. It describes the motion 
of a mass in the pipe moving on the spring mass in the cylinder. The 
first studies were aimed at verifying the major breathing model with 
the valve opened but recognized that the closed valve period would 
impose some minor effect on the system. 

The two modes are easily seen in the intake trace in Fig. 2. Damping 
nearly kills the closed valve oscillations, so it is unreasonable to credit 
that period with the substantial opened valve period pressure ex
cursion. The natural frequencies of the two periods are noticeably 
different. Properly, air is not displaced in the manifold because it is 
a resonator. Rather, the positive and negative peaks are timed to the 
breathing period according to the system dimensions. The pressure 
and velocity effects combine for best breathing. 

The 2390 rpm trace in Fig. 3 is similar to "proofs" commonly offered 
to show the continuous oscillations in the pipe. At this speed, damping 
hasn't reduced the closed valve period signal significantly, so it may 
be misunderstood. No breathing occurs with the valve closed, but the 
effect of the pressure oscillation is a boundary condition on valve 
opening. This matter has been studied before, and it was shown that 
the familiar ripples in a torque curve are directly related to the 
opening conditions ([12] p. 6). A shorter pipe, resulting from a higher 
design speed, will greatly reduce the ripples, leaving the broad 
Helmholtz defined curve. 

The exhaust trace in Fig. 4 shows a similar time history. Blowdown 
is followed by a vacuum in the cylinder that draws in the next intake 
charge without waiting for piston motion, and pulls the piston through 
its stroke, reducing pump work. The design rpm of the system was 
2020 rpm while the engine was run at 900 rpm. This ratio of 2020/900 
= 2.24 explains the multiple oscillations while the valve is opened. The 
Edelbrock mentioned above peaks on just such a 2-to-l resonator to 

0 Or ig ina l system 

A S t r a i g h t pipe system 
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Fig. 1 Lotus-Cortina test data using various exhaust manifolds 
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Fig. 2 Pressure-time data in the intake at 985 rpm [1] 
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valve 

Fig. 3 Pressure-time data in the intake at 2390 rpm [1] 
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Fig. A Pressure-time data in the exhaust at 900 rpm [11] 

.Nomenclature. 
a = ratio of secondary to primary lengths to 

areas 
Qi,2 = primary and secondary pipe areas, in.2 

(cm2) 
ap = port area at the manifold flange, in.2 

(cm2) 
b = ratio of secondary to primary volumes 
Cs = speed of sound in the pipe, ft/s (m/s) 
H = ratio of Helmholtz rpm to engine torque 

rpm 
k = cam timing factor 
£1,2 = primary and secondary pipe length, in. 

(cm) 
Lp = port length, from valve stem to mani

fold flange, in. (cm) 
Np = single pipe torque speed, rpm 
N]^ = lower and higher two degree of free

dom system torque speeds, rpm 
R = compression ratio 
Vi = cylinder displacement volume, in.3 

(cm3) 
Vpi = additional plenum volume, in.3 

(cm3) 

Vi = secondary volume, includes idle pipe 
and plenum volumes, in.3 (cm3) 

Viave,2ave = average primary and secondary 
runner velocities, ft/s (m/s) 

Xi,2 = ratio of lower or higher torque speed 
to single pipe torque speed 

Subscripts 

1 = primary cylinder system dimension or 
data 

2 = secondary dimension or data 
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Fig. 5 Pressure-time data in the exhaust at the valve, 900 rpm [2] 
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Fig. 6 Pressure-time data in the exhaust at the opened end, 900 rpm [2] 

torque rpm ratio. Experiments with the Formula Ford at a 1-to-l ratio 
gave 8, 10, and 12 percent improvements at 4500 rpm when various 
tailpipes were tested against the stock Shenkle Tri-Y racing exhaust. 
Interesting though, the 12 percent boost engine was the slowest on 
the track of the four runs made; the 10 percent setup was the fastest. 
Here, various velocities combined with the resonances to provide 
boost. 

Information in Fig. 5 reconfirms the above earlier studies. This data 
was taken in the exhaust of a CFR engine being motored at 900 rpm. 
A 50 psi shop air line was attached to the intake to simulate exhaust 
pressures on valve opening; the system was not firing. During the 
opened valve breathing period, however, noise is superimposed over 
the primary signal. The ripples are most likely caused by air passing 
over the end of the transducer. The isolation of each breathing ex
cursion, eliminating any carryover from cycle to cycle, is again dem
onstrated. 

Fig. 6 was taken near the end of the same pipe. Two modes are again 
seen, but without a positive pressure peak. When the valve is closed, 
the air is bouncing in and out on the air near the valve. No pressure 
excursion is involved, and none is seen. The pressure depression 
during the opened period is similar to the events in a venturi. As the 
velocity goes up, the static pressure goes down. Piecing data in Figs. 
5 and 6 together gives a clearer picture of breathing. A dense slug exits 
the cylinder and accelerates down the pipe. As it exits, it has some 
velocity but is near atmospheric pressure. The vacuum it pulls will 
help do pump work for the next intake stroke. By timing the vacuum 
peak and matching it to an optimum velocity, maximum work is done 
by the air in the pipe. 

The direct application of the Helmholtz equation: 

Np = C, V m / L i V i (1) 

includes all engine parameters. The equation is based on'the accle-
ration of mass in the pipe. Vibration theory accepts multiple degrees 
of freedom; two degrees are the maximum for a manifold system. A 
one degree of freedom model has the primary pipe breathing off of 
the free air. In a manifolded one degree system, all of the primary 
pipes (five or more) breathe from a common box which is then opened 
to the free atmosphere. See Fig. 7. 

In a two degree of freedom system, the secondary pipe is opened 
to the free air. See Fig. 8. A group of two degree systems may share 
a common supply box that is opened to the free air. Depending on the 
design, a six cylinder engine may perform like two three-cylinder 
groups or like six individual cylinders. Another possibility is a man-

S i n g l e c y l i n d e r 

Manifolded ( s i n g l e 

p l a n e ) one d e g r e e 

of freedom system 

Fig. 7 One degree of freedom resonators 

Grouped two 

degree systems 

Fig. 8 Two degree of freedom resonators 
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ifold that acts like both a one and two degree system depending on 
the engine speed. Undoubtedly the changeover from one model to the 
other would cause a performance loss when compared to a system that 
was a consistent one or two degree system throughout its speed 
range. 

Dimensionless parameters useful in design work include the fol
lowing: 

a = (L2/o2)/(Li/ai) (2)[7] 

b = 2V2(R - 1)/Vi(i? + 1) intake (3)[7] 

= V2(R - 1)/Vifl exhaust (4) [11] 

In a two degree of freedom system, a and b relate the higher and lower 
torque rpms to the natural frequency of the primary pipe system. Data 
reported to date has had values of a > 0.2 and b > 5.0. A Harley-
Davidson motorcycle engine with a = 0.291 and b = 2.503 [23] and one 
Formula Ford test with a = 0.044 and b = 4.92 [22] both tuned at their 
respective Np rather than JVi and N2 as expected. These two degree 
manifolds collapsed back to a one degree model. Development of this 
might lead to a small, lightweight manifold. 

Mode l D e v e l o p m e n t 
Engelman's work at Wisconsin with a single cylinder intake yielded 

the modified Helmholtz equation: 

Np = 77 C, V a x f f l - D / i i V i t R + l ) (8)([1] p. 109) 

which sets the resonator frequency approximately equal to 2.1 times 
the crank speed. Thexompression ratio factor, R, adjusts the resonator 
volume to piston at midstroke for an intake design and to bottom dead 
center for an exhaust design. Bottom center coincides with the end 
of sonic blowdown, which allows the pressure waves to travel upstream 
into the cylinder and control the timing of the useful vacuum peak. 
Metric units: 77 = 642. 

Thompson [6] added k, the cam timing factor, to include the effect . 
of different cam profiles. Generally, k is high (2.1-2.3) for a low speed 
cam and low (1.65-1.75) for a high speed racing cam. This number is 
an empirical fit to the data from a dynamometer run. In a two degree 
manifold system, the cam timing factor is used for calculations at Ni; 
Mother Nature seems to like k = 2.1 at N2. When the k is included 
into equation (5), the form changes to: 

Np = 162 CJk V^XR" l)/LiVi(i? + 1) 
Intake [6] (6) 

N„ 162 CJk y/at(R - l)/2LiVifl 

Exhaust [11] (7) 

•Metric units: 162 = 1351 

For a tapered section, the mean diameter is used to calculate the area 
of that section. For a pipe of varying cross section, it was found 
that: 

L/ae L Lilai (8)[6] 

Abrupt corners or bends are undesirable because of losses, but 
Thompson demonstrated that no change in tuning rpm results be
cause of a bend. Another rule of thumb is that an area change of 2-to-l 
or more be made on entering or leaving a plenum. The resultant ve
locity change will thus distinguish between a tapered pipe and the 
transition from a volume to a runner. If the radius of curvature of the 
entrance is 20—25 percent of the radius of the runner entered, good 
flow characteristics will exist. Area is significant while shape (round 
or rectangular) is not. Casting considerations or the availability of a 
"proper" tubing shape are eliminated. 

Eberhard [7] used parameters a and b with the equations: 

x^-yj*-b + a+ 1 + Viab + a + l ) 2 - iab 

2ab 

X1(-)X2(+) 

(9)[7] 

Ni = XtNp 

N2 = X2Np(k/2.1) 

(10)[7] 

Ul ) [ l l ] 

to define Ni and N2, the two torque speeds in a two degree of freedom 
system. See Fig. 9. These speeds are matched to average flow velocities 
to develop maximum boost. At JVi, Vi and V2 have pressure excur
sions that are in phase; V2ave is dominant. AtN2, the excursions are 
180° out of phase; Viave is used. These average velocities are defined 
by the equations: 

Vlave = W2Vl/360ai 

V2ave = iVi(0.14V2 + Vi)V360 a2 

(12) 

(13) 

Np replaces N2 in equation 12 when a single pipe system is considered. 
Metric units: 360 = 3002. 

Data relating the average velocity to boost are presented in Fig. 10. 
These are fairly general data as they cover tests of various pipe areas, 
therefore tuning speeds, and present smooth curves. Corners and the 
substantial area changes needed to connect pipes together in a man
ifold cause flow discontinuities. These losses help create the greater 
sensitivity to precise flow velocity matching in a two degree of freedom 
system compared to a one degree system, as noted by the narrower 
peaks. Demand for small size and a broad operating range may de
mand the use of a two degree system even though a one degree system 
might be more powerful at a given speed. The data indicates that 200 
ft/s gives optimum volumetric efficiency in a one degree system at the 
Helmholtz speed. The Edelbrock (intake) and Blair (exhaust) man
ifolds with 212 ft/s at the peak support this velocity. 

12 1 

Fig. 9 X1|2 versus a versus b 
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In Fig. 11, a comparison of one and two degree systems is seen. The 
two exhausts produced nearly equal torque at 5000 rpm, but the 
manifolded system produced 17 percent more at 3000 rpm than the 
eight individual pipes did. Since the engine was run from 4400 to 6400 
rpm, this deficit meant nothing. 

Two situations exist with a two degree model: intake and exhaust 
systems. In the intake system, V2ave = 130 ft/s at iVj and Viave = 245 . 
ft/s at N2 are indicated as best velocities. Eberhard's study confirms 
the lower speed match point. A Cosworth-Vega log-runner manifold 
peaked with 245.7 ft/s at JV2. That system was a poor resonator that 
peaked instead at the appropriate flow match speeds, like the Blair 
exhaust did at 5000 rpm. JV] tuned at V2ave = 150 ft/s, perhaps because 
the gasoline had to be whipped harder when the resonator failed to 
contribute much to the performance. 

Very noteworthy is that the Cosworth-Vega tuned at the same 
speeds when run naturally aspirated and turbocharged. The familiar 
performance map of a turbomachinery element will effect breathing, 
but the Cosworth tuned according to the intake manifold. The com
mon habit of ignoring the manifolds because a turbocharger produces 
so much power is obviously a mistaken one. A steady pressure level 
without major oscillations was observed when a transducer was placed 
more than 1/2 in. from the exhaust face of a radial compressor [24]. 
Clearly the tuning characteristics of a turbocharger and manifold are 
independent. Significant power can be developed when they are de
signed to compliment one another. Performance improvements of a 
manifold can nearly meet the output of a Roots blower [25, 26]. The 
advantages of fewer moving parts and lower build and operating costs 
are obvious. In a recent report [33], Cser reported the use of combined 
charging on a six cylinder automotive diesel. Increases of 30 percent 
in torque above the production turbocharged engine were accompa
nied by reduction in smoke and improved driveability. The im
provements came with an improved manifold design matched to the 
turbocharger. 

In a one degree exhaust system, 200 ft/s is again the match point, 
as evidence by the Blair experience. In a two degree system, two dif
ferent velocity points exist at Ni. In the Formula Ford tests, 12, 8, and 
10 percent improvements of torque were made with V2ave = 98,115, 
and 145 ft/s, respectively, over a stock Shankle Tri-Y exhaust. See Fig. 
12. 

The 12 percent—98 ft/s tailpipe was the slowest on a road course; 
the 10 percent—145 ft/s pipe was the fastest. Apparently the 12 
percent pipe has a gentle "puff" of gas that clears the cylinder effi
ciently. The mass moves down the pipe without drawing the cylinder 
down behind it. A lack of friction produces power at a constant speed 
hut acceleration is poor. The boost with 145 ft/s comes from a more 
dense slug moving down the pipe. Acceleration is good because the 
vacuum behind the charge induces the next intake cycle when both 
valves are opened. Performance drops off around N2, 7200 rpm, when 
compared to the stock system because what was a flow velocity defined 
manifold has been forced back partially into a Helmholtz model. The 
^lave = 290 ft/s at Â 2 is too high to produce power as a resonator 
manifold, so the power drops. 

The above exhaust studies were opened systems. By design, a 
muffler kills pressure oscillations in the pipe. The Cosworth intake, 
and Formula Ford and Blair exhausts tuned at speeds defined by flow 
velocities. Use can be made in a muffled exhaust system of the flow 
velocities there to provide some measure of performance improvement 
in an engine speed range. Also, in a six cylinder exhaust, the point 
where all pipes meet is the effective end of the resonator manifold. 
This point can be used as the maximum length of a resonator manifold 
to extract work from the gas as it heads for the muffler. 

Resonance Ratio 
Optimum velocities and engine block and head dimensions are 

fixed. Pipe lengths can be adjusted by varying the speed at which the 
engine tunes or by having one, two, three, or more pressure excursions 
during each opened valve period. Use of an integer factor, H, in 
equations (6) and (7) introduces these multiple pressure oscillations 
and can adjust pipe length according to the formula: 

N ~ V^jLlV\ = l/Hy/aJUVx 

•H*Lb (14) 

For a given engine speed, pipe lengths may differ by a factor of four, 
nine, or more in length. A sample of this is the comparison of a 
Chrysler Cross Ram intake (Li = 33 in., H = 1) and an Edelbrock 
Streetmaster (Li = 4 in., H = 2). These two manifolds are on similar 
sized engines, have torque peaks close together, and develop similar 
performance curves. See Fig. 13. Edelbrock experience with a still 
shorter pipe gave equal peak torque, but the drop off of performance 
on either side of that speed (3500 rpm) was more rapid than with the 
production four inch "long" pipe. 

Data courtesy of 
Chevrolet Motor Co. 
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Conc lus ion 
T h e d iscre te moda l mode l is valid for examin ing t h e i n t ake a n d 

exhaus t manifold of a single or mul t icyl inder engine. Specific average 

flow velocit ies can be m a t c h e d t o one, two, or more p ressure oscilla

t ions to provide m a x i m u m ram supercharge on intake and scavengine 

on exhaus t . T h e i n t a k e and e x h a u s t po in t s can be pa i red or offset t o 

compl iment one another . Use of a turbocharger, Roots blower, or other 

supe rcha rge r will enhance t h e sys tem a l ready defined by t h e man i 

folds. Inclus ion of all engine p a r a m e t e r s assures a speedy design se

quence a t t h e designers wish to provide a manifold of any desired size 

a n d speed range . I m p r o v e m e n t s in per formance , economy, and 

emiss ions charac te r i s t ics will resu l t from t h e p roper design of t h e 

i n t a k e and e x h a u s t sys tems . 
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The Effect of Percent Hydrogen in 
Fuel on Smoke Emissions of a 
Compression-Ignition Engine 
Six diesel fuels, varying in percent hydrogen from 12.36 to 14.38 percent and in cetane 
number from 37.5 to 55.5, were evaluated for percent opacity as a function of fuel-air 
ratio—both at 800 and 1000 rpm—in a Waukesha CFR diesel engine. In both cases, at a 
given fuel-air ratio, the smoke emissions (measured by percent opacity) decreased with 
increasing percent hydrogen in the fuel. In these studies, percent hydrogen was both a 
satisfactory and a unique parameter, since neither cetane number nor volatility of the 
various fuels could be con-elated with smoke emissions. In these studies, percent hydrogen 
is apparently the essential index of diesel fuel quality for satisfactory smoke emissions. 

I n t r o d u c t i o n 
The percent hydrogen in passenger-car diesel fuel was varied to 

determine its effect on visible smoke emissions, as measured by per
cent opacity. One set of three fuels was based on a commercial fuel 
having 12.36 percent hydrogen (Fuel A). Another set of three fuels 
was based on a commercial fuel having 13.38 percent hydrogen (Fuel 
D). In each case (Fuel A and Fuel D), blending agents1 were used to 
make two synthetic combinations: 

• Same percent hydrogen as the commercial fuel 
• 1 percent more hydrogen than the commercial fuel 

This is summarized in the following tabulation. 

Fuel 
A 
B 
C 

Percent 
Hydrogen 

12.36 
12.36 
13.36 

Fuel 
D 
E 
F 

Percent 
Hydrogen 

13.38 
13.38 
14.38 

The rationale for Fuels B and E was to find the effect of including 
tetralin, which has a very low percent hydrogen (9.19), and compen
sating by adding diesel reference fuel T-15 so that the overall percent 
hydrogen was unchanged. 

As will be evident from the presentation of the data, Fuel B had the 
same emission characteristics as Fuel A; and Fuel E had the same 
emission characteristics as Fuel D. This strongly suggests that the 
overall percent hydrogen is the essential parameter, irrespective of 
the molecular complexity in the diesel fuel. This would appear to have 
considerable commercial significance as exemplified below. 

Typical diesel fuels produced in the oil refineries contain varying 
percentage of tetralin compounds, which contribute significantly to 
a low percent hydrogen, and hence to smoke emissions. Even more 
objectionable than tetralin compounds are the bicyclic aromatics, 
which have an even lower percent hydrogen. The required catalyst 

1 These blending agents were one or more of the following: diesel reference 
fuels T-15 and U-8; tetrahydronaphthalene (tetralin). 

Contributed bytheDieseland Gas Engine Power Division of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS and presented at the Energy Tech
nology Conference and Exhibition, New Orleans, La., February 3-7, 1980. 
Manuscript received at ASME Headquarters November 6, 1979. Paper No. 
80-DGP-15. 

and operating techniques for hydrogenation of bicyclic aromatics and 
tetralin compounds (naphtheno-aromatics) are presently available. 
This presents an interesting possibility for upgrading the smoke-
emission characteristics of commercial diesel fuels. 

The rationale for Fuels C and F was to find the effect on emissions 
of an increase of 1 percent hydrogen in Fuel A (13.36 versus 12.36 
percent and also 1 percent in Fuel D (14.38 versus 13.38 percent). The 
data, subsequently presented, show in both cases a significant de
crease in emissions for a 1 percent increase in percent hydrogen. In 
every case studied, the percent hydrogen was both a satisfactory and 
a unique parameter since neither cetane number nor volatility of the 
various fuels could be correlated with smoke emissions. 

Fuel Blends 
As already summarized, comparative studies were made with two 

commercial diesel fuels and four fuel blends. The composition of these 
six fuels is shown in Table 1. A commercial diesel fuel (Fuel A) was 
blended with a small percentage of tetrahydronaphthalene (a typical 
naphtheno-aromatic) plus a small amount of high c^ane number 
reference fuel (T-15) to give about the same cetane number as Fuel 
A. This blend (Fuel B) had the same percentage hydrogen as the 
commercial diesel fuel. The third fuel (Fuel C) consisted of the same 

Table 1 Comparison of test fuels 

Test 
Fue l s 

A 

B 

C 

D 

E 

F 

% % 
FuelA Fuel D 

100.0 

40.0 

20.0 

100.0 

40.0 

36.7 

Ble 

% 
T-15 

38.0 

70.6 

50.2 

iding 

7 
U-

63 

8 

3 

Components 

% 
T e t r a l i n 

22.0 

9.4 

9.8 

Cetane# 
of Fuel 

45.7 

43.2 

55.5 

40.9 

41.8 

37.5 

% 
Hydrogen 
i n Fuel 

12.36 

12.36 

13.36 

13.38 

13.38 

14.38 

842 / VOL. 102, OCTOBER 1980 Transactions of the ASME Copyright © 1980 by ASME
  Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



components as Fuel B. The cetane number was much higher due to 
the large percentage of T-15. 

A second batch of fuels was mixed with a different commercial 
diesel fuel (Fuel D). It contained a higher percentage of hydrogen than 
Fuel A. The fifth fuel (Fuel E) contained a small percentage of 
tetrahydronaphthalene (tetralin), and much high cetane-number 
reference fuel. This fuel has the same percentages of hydrogen as Fuel 
D, and about the same cetane number. The sixth fuel (Fuel F) was 
made with Fuel D and a low cetane-number diesel fuel. The low ce
tane-number fuel had the highest percentage of hydrogen, and this 
was needed to raise the hydrogen content of Fuel D one percent. There 
was no tetralin added to this blend since tetralin has a low percentage 
of hydrogen. This presented an opportunity to see how the smoke 
levels of this fuel without added tetralin compared with other fuels 
with added tetralin. Since this blend was made with a low cetane-
number fuel, it was possible to determine how a low cetane-number 
fuel affected the opacity. 

The reference fuels used in these blends were T-15 and U-8. These 
fuels were manufactured by Shell Oil Company and are predecessors 
to the current secondary reference fuels. The cetane number, the 
percentage by weight of hydrogen and carbon, the distillation range 
of the reference fuels, and the details of the fuel blends are discussed 
in Appendix I. 

Experimental Apparatus 
Single cylinder Waukesha, cetane-rating diesel engine was used in 

the tests. The CFR engine has a large number of parameters which 
can be varied including compression ratio, engine speed, load and 
injection timing over a wide range. 

The bore and stroke of the engine are 3.25 in. (8.26mm) and 4.50 
in. (11.42mm), respectively. The head of the engine is of the turbu
lence type. The bore of the turbulence combustion chamber is 1.625 

in. (4.13mm) and its length is adjustable from 0.375 in. (0.95mm) to 
2.750 in. (6.99mm). 

A Waukesha ignition delay meter was used to measure the injection 
advance and the ignition delay in crank angle degrees. This was ac
complished by using several magnetic transducers, one on the injector 
nozzle pin, one in the combustion chamber, and two measuring a 
calibrated 12.5 deg on the flywheel. The output of the transducers was 
sent through the ignition delay meter to obtain the readings. 

The fuel rate was determined by measuring the amount of time 
needed for a given amount of fuel to flow through a graduated burette. 
The amount of fuel burned was usually 13 ml. 

The smoke emissions of the engine exhaust were measured with a 
Clayton Model DA-111 opacimeter. The smoke meter is of the light 
extinction type. A beam of light is passed through the path of smoke 
from the exhaust pipe. The light that passes through hits a photo
electric cell where it is converted into an electric voltage which is then 
measured by a millivoltmeter on the scale reading from 0 to 100. A zero 
reading indicates no smoke in the exhaust and 100 indicates total light 
extinction due to smoke. A Hewlett/Packard Model 7100 B strip chart 
recorder monitored the output of the opacimeter. 

Experimental Procedure 
After an initial period of approximately one hr, to allow the engine 

parts and fluids to reach stability, the measurements were taken. The 
engine was run at two speeds: 800 rpm and 1000 rpm. The injection 
advance was set at crank angle 13 deg BTDC. The compression ratio 
was set at 23:1, since this is an average of those being used in current 
production passenger cars. The compression ratio of the Oldsmobile 
Cutlass is 22.7:1; the Volkswagen Rabbit is 23.5:1; and the Mercedes 
300SD is 21.5:1. 

The test procedure was designed to obtain a good correlation of data 
on each fuel at different fuel-air ratios. One fuel-air ratio was selected 

O 

o 

0.035 0.040 0.045 0.050 
FUEL-AIR RATIO 

0.055 0.040 0.045 0.050 0.055 
FUEL-AIR RATIO 

0.060 

Fig. 1 The effect of fuel-air ratio on exhaust smoke at 800 rpm, comp. ratio 
23:1, injection advance 13 deg BTDC 

Fig. 2 The effect of fuel-air ratio on exhaust smoke at 1000 rpm, comp. ratio 
23:1, injection 13 deg BTDC 
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and the test fuels were run one after another at the same engine con
ditions. Each fuel was run for approximately ten minutes to allow for 
engine stability before measurements were taken. This method proved 
to be satisfactory at both speeds since an immediate comparison 
among the fuels was made at a steady set of engine conditions. The 
opacity levels for each data point were read directly from the opaci-
meter. A hard copy was also made on a strip chart recorder, which 
easily defined the time that the engine became stable. 

Results and Conclusions 
The six fuels were run at the same engine conditions. The actual 

data are plotted in Figs. 1 and 2. The lines drawn over the data rep
resent an empirical relation which describes the actual data and can 
predict any values in the range of the data. The data points are listed 
in Tables 2 and 3. The mathematical model which was used in the 
correlation is shown in Appendix II. 

Fuels A and B have the same percentage of opacity at any given FA 
ratio. The cetane numbers of these two fuels are similar. They have 
the same weight percentage of hydrogen. Fuel B contains 22 percent 
tetralin. 

Table 2 Experimental data at 800 rpm, comp. ratio 23:1, Injection advance 
13 deg BTDC 

Opaci ty 
Fue l FA R a t i o P e r c e n t 

A 
A 
A 
A 
A 
A 
A 
B 
B 
B 
B 
B 
B 
B 
C 
C 
C 
C 
C 
C 
C 
D 
C 
D 
D 
D 
D 
D 
D 
E 
E 
E 
E 
E 
E 
E 
E 
F 
F 
F 
F 
F 
F 
F 
F 

0.0404 
0.0409 
0.0480 
0.0519 
0.0527 
0.0614 
0.0620 
0.0409 
0.0412 
0.0483 
0.0524 
0.0534 
0.0624 
0.0632 
0.0388 
0.0391 
0.0462 
0.0502 
0.0516 
0.0593 
0.0598 
0.0398 
0.0400 
0.0472 
0.0474 
0.0510 
0.0517 
0.0603 
0.0607 
0.0392 
0.0399 
0.0471 
0.0480 
0.0513 
0.0514 
0.0602 
0.0606 
0.0370 
0.0376 
0.0443 
0.0448 
0.0472 
0.0489 
0.0573 
0.0578 

8.0 
7.5 
9.5 
10.0 
10.5 
16.0 
16.5 
8.0 
8.0 
9.5 
11.0 
11.0 
16.5 
17.0 
7.5 
7.5 
8.0 
9.0 
9.0 
14.5 
15.0 
7.0 
7.25 
8.5 
9.0 
9.5 

10.0 
15.0 
15.0 
7.5 
7.5 
8.5 
8.5 
9.0 
9.0 
15.25 
15.0 
6.0 
6.5 
7.5 
7.5 
8.0 
8.5 
12.0 
11.5 

Fuel C has the highest cetane number of the fuels. It has a lower 
level of opacity than Fuels A and B. Originally, it was not known 
whether the higher percentage of hydrogen or the higher cetane 
number caused the difference in smoke density. 

A second commercial fuel, Fuel D, was used to make two additional 
blends. Its hydrogen content is almost identical to that of Fuel C, but 
its cetane number is much lower. 

Fuel E has approximately the same percentage of hydrogen as Fuels 
C and D. Its cetane number is similar to that of Fuel D. Fuels C, D, 
and E have approximately the same opacity levels, and also ap
proximately the same percent hydrogen. 

Fuel F is a blend which has the highest percentage of hydrogen and 
the lowest cetane number. The data show that this blend has the 
lowest opacity level of the fuels. Since the cetane number is lower than 
that of all the fuels, and Fuel C has the highest cetane number, it can 
be said that the cetane number did not exhibit any correlation to 
smoke density. 

Table 3 Experimental data at 1000 rpm, comp. ratio 23:1, injection advance 
13 deg BTDC 

Opacity 
Fuel FA Ratio Percent 

A 
A 
A 
A 
A 
A 
A 
A 
B 
B 
B 
B 
B 
B 
B 
B 
C 
C 
C 
C 
C 
C 
C 
C 
D 
D 
D 
D 
D 
D 
D 
D 
E 
E 
E 
E 
E 
E 
E 
E 
F 
F 
F 
F 
F 
F 
F 
F 

0.0478 
0.0509 
0.0568 
0.0584 
0.0624 
0.0624 
0.0664 
0.0668 
0.0500 
0.0514 
0.0578 
0.0581 
0.0624 
0.0628 
0.0666 
0.0668 
0.0463 
0.0483 
0.0546 
0.0554 
0.0589 
0.0598 
0.0638 
0.0641 
0.0464 
0.0488 
0.0566 
0.0577 
0.0634 
0.0637 
0.0647 
0.0659 
0.0462 
0.0482 
0.0549 
0.0574 
0.0608 
0.0621 
0.0662 
0.0667 
0.0428 
0.0459 
0.0536 
0.0539 
0.0557 
0.0580 
0.0630 
0.0644 

9.0 
11.0 
14.0 
16.0 
22.0 
22.0 
32.0 
32.5 
9.5 
11.0 
15.0 
15.0 
21.5 
21.0 
30.0 
29.0 
8.0 
8.5 

10.0 
11.0 
15.0 
17.0 
25.0 
26.0 
9.5 
10.5 
13.0 
14.0 
18.0 
19.0 
26.0 
25.0 
9.0 
10.0 
12.5 
14.0 
16.0 
17.5 
25.0 
26.0 
7.5 
8.0 
9.5 
10.0 
11.0 
13.0 
17.0 
17.0 
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Fig. 3 The effect of hydrogen on exhaust smoke at 800 rpm, comp. ratio 23:1 
injection advance 13 deg BTDC 

Within the limited scope of this study, the hydrogen content of the 
diesel fuel was apparently the most significant parameter in deter
mining smoke emissions. This does not deny the influence of other 
parameters which were not specifically investigated. For example, 
the boiling range of a diesel fuel of a given percent hydrogen may have 
a significant effect on smoke emissions. With respect to the influence 
of hydrogen content on smoke emissions, the rationale probably re
sides in the molecular structure of hydrocarbons. A higher percent 
hydrogen means a higher ratio of hydrogen to carbon, and a faster rate 
of carbon combustion. 

The following remarks summarize the principal conclusions. 
• The results indicated that there was no change in the opacity 

levels of the fuel blends with added tetralin as compared to that 
of the blends without added tetralin—provided that there was 
no change in percent hydrogen. 

• The cetane numbers of the six fuels ranged from 37.5 to 55.5. 
A correlation of cetane numbers versus opacity was attempted, 
but there was no correlation among the six test fuels based on 
cetane number. 

• The volatility, as expressed by distillation data (Appendix III), 
was checked to determine its correlation, if any, with the 
opacity. Based on the 50 percent distillation point of the test 
fuels, which range from 420°F (216°C) to 516°F (269°C), no 
correlation was found between opacity and volatility of the 
fuel. 

• The smoke emissions data showed a very strong relationship 
of percent hydrogen with opacity, in which a fuel with the higher 
percent hydrogen produced less smoke. This correlation is very 
good even though the six fuels included two different com
mercial fuels. 

• Several FA ratios were chosen to determine the correlation of 
opacity as a function of percent hydrogen. At lower FA ratios, 
there is almost a linear relationship. The higher FA ratios ex-

I2.0 I2.5 I3.0 I3.5 I4.0 I4.5 I5.0 
WEIGHT PERCENT HYDROGEN 

Fig. 4 The effect of hydrogen on exhaust smoke at 1000 rpm, comp. ratio 
23:1, injection advance 13 deg BTDC 

hibit a trend toward a steeper slope at lower percent hy
drogen. 

Future Plans 
The results of this investigation give strong indication that there 

is a relationship between percent hydrogen in the fuel and opacity of 
the exhaust of a compression ignition engine. 

Of the six fuels studied, only two were commercial diesel fuels,— 
whereas the other four fuels were synthetic modifications of the two 
commercial fuels. It would be more realistic to have confirmatory data 
on the role of percent hydrogen on smoke emissions, based entirely 
on nonsynthetic commercial diesel fuels of different hydrogen content 
and cetane numbers. These fuels would be obtained from a petroleum 
refinery. Funds have been obtained for this investigation. 

In at least one instance, the literature reveals that an increase in 
cetane number will either reduce or increase smoke depending upon 
combustion chamber design (Breaze and Stillebroer, "Smoke in High 
Speed Diesel Engines," SAE Journal, Mar. 1959, p. 64). Pending 
funding it is planned to investigate the effect on smoke of changing 
the percent hydrogen in the fuel of an open combustion chamber 
diesel in order to compare the results with the results of the present 
study. 
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APPENDIX I 
Fuel Blends 

The first blend, Fuel B, was made to have the same percent hy
drogen as Fuel A. This blend consists of 40 weight percent Fuel A with 
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60 weight percent of a blend of T-15 and tetralin. The percentage by 
weight of hydrogen in each fuel is shown in Table 1. The following 
equation was used to determine the amount of T-15 and tetralin re
quired: 

14.20* + (0.6 - *) (9.19) + (0.4) (12.36) = 12.36 percent 

x = 0.380 = fraction of T-15 

0.6* = 0.220 = fraction of tetralin (1) 

Proof: 

(0.380) (14.20) + (0.220) (9.19) + (0.4) (12.36) = 12.36 percent 

Fuel C has a one percent higher hydrogen content than Fuel A and 
Fuel B. The percent of Fuel A is decreased from 40 to 20 percent. The 
remainder is a blend of the T-15 and tetralin. The composition of C 
is calculated as follows: 

14.20* = (0.8 - x) (9.19) + (0.2) (12.36) + 13.36 percent 

x = 0.706 = fraction of T-15 

0.8 — x = 0.094 = fraction of tetralin 

Proof: 

(14.20) (0.706) + (0.8 - 0.706) (9.19) 

+ (0.2) (12.36) = 13.36 percent (2) 

The new commercial fuel, Fuel D, contained 13.38 percent hydro
gen. So Fuel E was blended with Fuel D, T-15, and tetralin to have 
this same percent hydrogen. The calculation of E is as follows: 

14.20* + (0.6 - *) (9.19) + (0.4) (13.38) = 13.38 percent 

x = 0.502 = fraction of T-15 

0.6 — x = 0.098 = fraction of tetralin 

Proof: 

(14.20) (0.502) + (0.6 - 0.502) (9.19) 

+ (0.4) (12.36) = 13.38 percent (3) 

Fuel F has one percent higher hydrogen content than Fuel D and 
Fuel E. It contains a mixture of Fuel D and U-8 reference fuel. The 
calculation for its composition is: 

14.96* + (1 - x) (13.38) = 14.38 percent 

* = 0.633 = fraction of U-8 

1 - * = 0.367 = fraction of Fuel D 

Proof: 

(0.633) (14.96) + (1 - 0.633) (13.38) =' 14.38 percent (4) 

APPENDIX II 
Mathematical Model for Data 

In order to obtain the best mathematical model for the data, several 
different functions were used which appeared to be a possible fit for 
the shape of the curves. A statistical computer program was used to 
determine how close the relation fits the data. The one which was 
found to best correlate with the data is the following. 

z = ao + a\x + a-iy + a^x2 + a.0<2 + atxy 
x = In percent hydrogen, y = fuel rate, ml/min, z = In percent 

opacity. 
The coefficients at 800 rpm are: a0 = 3.89570, m. = 0.0, a2 = 

-0.07329, a3 = -0.09843, a4 = 0.01353, a5 = -0.07342. 
The coefficients at 1000 rpm are: a0 = -4.57480, aj = 0.0, a2 = 

0.91487, a3 = 1.41760, a4 = 0.01392, a5 = -0.50680. 
The plot of percent opacity as a function of hydrogen shows that 

there is a somewhat linear relationship. This is the reason for assuming 
hydrogen to be a linear function. The FA ratio appears to behave 
similarly to a parabolic or exponential function. Each of these was 
tested, and the exponential function worked the best. The multiple 
correlation coefficient at 800 rpm is 0.9998 and at 1000 rpm is 0.9996. 
The standard deviation at 800 rpm is 1.047 percent and at 1000 rpm 
is 1.087 percent. 

1 

APPENDIX III 
Properties of test fuels and blending components (all temperatures are in °F) 

; Teat Fuels Other Blending Components 
A B C D E F T-15 U-8 T e t r a l i n 

Source 
Gravity, API 
Gravity, Specific 
Cetane Number 
Hydrogen Percent 
Carbon Percent 
Initial Boiling 
Point 
10% Evaporation 
20% Evaporation 
30% Evaporation 
40% Evaporation 
50% Evaporation 
60% Evaporation 
70% Evaporation 
80% Evaporation 
90% Evaporation 
95% Evaporation 
Final Boiling 
Point 
Recovery Percent 
Residue Percent 
Loss Percent 

Commercial 
34.7 
.8338 
45.7 
12.36 
86.65 

361 
426 
454 
474 
494 
510 
526 
545 
562 
588 
612 

630 
98.0 
1.5 
0.5 

33.9 
.8378 
43.2 
12.36 

367 
407 
430 
440 
453 
466 
480 
500 
524 
550 
578 

608 
99.0 
1.0 
0.0 

39.4 
.8100 
55.5 

13.36 

400 
435 
446 
454 
467 
477 
490 
501 
518 
540 
559 

594 
99.0 
1.0 
0.0 

Commercial 
37.4 
.820.8 
40.9 
13.38 
86.30 

410 
450 
467 
484 
497 
516 
535 
558 
588 
623 
653 

662 
98.0 
1.6 
0.4 

38.7 
.8146 
41.8 
13.38 

406 
434 
446 
460 
468 
480 
498 
520 
536 
568 
600 

633 
98.5 
1.4 
0.1 

47.0 
.7775 
37.5 

14.38 

372 
379 
388 
398 
410 
420 
442 
472 
511 
558 
596 

628 
98.5 
1.4 
0.1 

Shell 
45.1 
.7857 
22.7 
14.20 

407 
444 
455 
467 
474 
484 
489 
500 
511 
528 
546 

569 
98.5 
1.3 
0.2 

Shell 
52.9 
.7531 
71.0 
14.96 

356 
367 
370 
374 
376 
381 
390 
397 
414 
451 
459 

553 
99.2 
0.8 
0.0 
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Cavitation Erosion Damage in 
Engine Bearings: Theory and 
Practice 
Cavitation erosion damage in engine bearings has assumed increasing importance during 
the past 5-10 years, probably as a result of the design trends towards higher rotational 
speeds, and, in some cases, higher rates of change of cylinder pressure rise. In many in
stances the damage is merely cosmetically undesirable, and of only minor functional sig
nificance; this is particularly so when the bearing is overlay plated. In more extreme cases 
extensive loss of lining material will result, and the consequential adverse effects on oil 
film conditions will reduce reliability and life of the bearings and associated parts. This 
paper presents a general background to cavitation erosion damage and examples of spe- • 
cific forms of this type of damage in plain bearings are given. A number of commonly ap
plied palliatives and their effectiveness, based on engine experience, are discussed. A de
scription of computer-based methods for predicting crankshaft journal locus, oil film 
pressure profile, and film extent is provided. An attempt has been made to rationalize 
several typical forms of cavitation damage on the basis of the theoretical model. An ultra
sonic vibratory test facility used by the authors to determine the relative erosion resis
tance of the more commonly used bearing materials is described, and results presented. 

Introduction 
Cavitation erosion damage in engine bearings is a phenomenon 

which has assumed increasing significance during the past five to ten 
years, probably as a result of the design trends towards higher rota
tional speeds and, in some cases, higher rates of change of cylinder 
pressure rise. In many cases the damage is restricted to local attack 
of the overlay and the performance of the bearing is virtually unaf
fected (Fig. 1). However, in more extreme cases extensive loss of 
overlay and interlayer material occurs, and the consequential adverse 
effects upon oil film conditions will reduce the service reliability and 
life of the bearings and their associated components (Fig. 2). 

In the past, the damage observed in engine bearings has been 
treated on a symptomatic basis by the application of relatively simple, 
and usually effective, palliative measures. These have included re
duction in the operating clearance, increase in the oil supply pressure, 
and the use of harder lining materials. There may be occasions when 
these measures are not totally effective, or when they cannot be ap
plied due to other design considerations. Therefore, a general solution 
to the problem is required and to this end a fundamental under
standing of the cavitation phenomenon is sought. 

Cavitation in liquids will occur when the local fluid pressure falls 
below the vapor pressure. In effect it is boiling of the liquid by pressure 
reduction rather than by increase in temperature. Damage to solid 
surfaces may result from the rapid and violent collapse of vaporous 
cavities adjacent to the surfaces. A qualitative assessment of the forces 
involved in cavity collapse can be gained by observing the behavior 
of a liquid in a "banger" tube (Fig. 3). This consists of a tube partially 

Contributed by the Diesel and Gas Engine Power Division of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS and presented at the Energy Tech
nology Conference and Exhibition, New Orleans, La., February 3-7, 1980. 
Manuscript received at ASME Headquarters November 9, 1979. Paper origi
nally presented at the 13th CIMAC Congress, Vienna, Austria, May 8,1979. 
Paper No. 80-DGP-28. 

filled with a liquid, typically water, with the pressure of the air above 
the liquid surface reduced below atmospheric. Shaking the tube to 
produce a violent disturbance in the liquid results in a sharp audible 
crack due to the formation and collapse of cavities; this provides clear 
evidence of the severity of the phenomenon. 

In the past, attempts have been made to calculate the magnitude 
of local pressure developed by the collapse of a vaporous cavity [1], 
and even assuming a finite value of final cavity radius local pressures 
as high as 2000 MN/m2 are predicted. Such pressures seem surpris
ingly high, but examination of specimens which have been subjected 
to cavitation attack reveals considerable plastic deformation of the 
surface even before material has been lost (Fig. 4). 

There has been considerable debate over the years as to the precise 
mechanism whereby the energy of cavity collapse produces physical 
damage to an adjacent solid surface. Initially the connection was 
somewhat tenuously made by reference to cavity implosion [1], but 
a more credible explanation was suggested by Kornfeld and Suvarov 
[2] who referred to the impingement by micro-jets of fluid. A possible 
sequence of events in the collapse of a vaporous cavity leading to the 
formation of a high intensity micro-jet is shown in Fig. 5, [3]. Subse
quently, Benjamin and Ellis [4] lent substantial support to the 
micro-jet explanation with impressive photographic evidence. 

Damage in Plain Bearings. Cavitation erosion damage is seen 
predominantly in diesel engine bearings, and on the rare occasions 
when such damage occurs in gasoline engines it is normally as a result 
of operating under conditions of sustained overspeed or with incorrect 
ignition timing (Fig. 6). The fact that diesel engine bearings are more 
prone to cavitation erosion damage is attributed to the more severe 
combustion conditions, and, additionally, to the necessity for more 
complex oil feeding arrangements with greater chance of flow 
discontinuities. In order for cavitation-induced damage to the bearing 
lining to occur, it is necessary for vaporous cavities in the lubricant 
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Fig. 1 Mild overlay cavitation
damage

Fig. 2 Severe cavitation damage

Fig. 3 Cavitation effecls In "benger" lube

Fig. 4 Plastic deformation In lesl rig specimen
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Fig. 5 Mechanism of mlcro-jelformalion

to collapse in close proximity to the surface, but it is important to
recognize that the site of the damage could be remote from the point
of inception of the cavities. Vaporous cavities will form when the lu
bricant pressure locally falls below the vapour pressure, as the result
of:

1 fluctuations in flow arising from the interaction of bearing and
journal features, such as grooves and drillings

2 transient oil film pressures, resulting, perhaps, from changes
in journal eccentricity .

In an attempt to categorize the various forms of cavitation damage
that commonly occur, in a wide range of engine types, and to give some
insight into the theoretical assessment described later in the paper,
a series of specific examples and case histories are examined, together
with possible explanations of the damage mechanisms involved.

ORIGINAl BUBBLE

~

DEPRESSION ON
SIDE OPPOSITE
SOlIO SURFACE

flUID FLOWS INTO
GROWING DEPRESSION

FORMATION OF

~
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Service Experience
Large-End Bearings: Fully Grooved. The commonest form of

damage occurring in J31'ge-end bearings appears at first sight to be due
more to flow erosion than to cavity collapse, but detailed examination
of the damage confirms a cavitation effect. This can occur in either
fully grooved or partially grooved bearings.

In fully grooved bearings, the damage occurs predominantly at the
groove edges, but can ultimately spread into the bearing lands. There
is strong evidence that the damage is caused by inertia effects on the
column of oil in the connecting rod drilling which is supplied from the
large-end bearing groove to provide top end lubrication and piston
cooling. In one particular engine with fully grooved bearings such
damage occurred when the operating speed was increased by 20 per
cent, and consequently the inertia effects by 44 percent. An initial
modification of providing a compound blend radius at the groove
edges was not effective (Fig. 7) whereas fitting a nonreturn valve in
the bottom end of the rod drilling eliminated the damage.

The noni'eturn valve opens when oil flows from the large-end
bearing up the rod, but closes under any reverse flow. The success of
this device, fitted immediately adjacent to the large-end groove,
proved that inertia forces on the oil column in the connecting rod
drilling were significant, and that oil flow back into the bearing, and
not out of it, was directly causing the damage.

The nonreturn valve has a proven reliability on engines up to 600
rev/min but it is suspected that at higher speeds the inertia of the
moving parts could cause mechanical damage.

On another engine, a Vee type with side by side, but handed, con
necting rods, the groove edge damage was consistent on all the rods
from one bank, but different from those in the other bank. The sim
ilarity lay in the fact that the position of the damage was the same
relative to the direction of rotation and to the rod shank drilling (Fig.
8). In this instance, the damage was diminished when the groove
cross-sectional areas in both the main and large-end bearings were
increased, thus allowing the oil column fluctuation to be better ab
sorbed by the oil in the grooves rather than producing an excessive
flow across the bearing lands.

Large-End Bearings: Partially Grooved. On partially grooved
large-end bearings, damage frequently occurs at the groove run-out,
either at the end of the partial groove (Fig. 9) or at the side of the
run-out (Fig. 10). The problem occurs at the end of the partial groove
in the direction of shaft rotation, regardless of the position of the oil
feed connection to the rod drilling. In the example shown in Fig. 10,
in which the damage had occurred within 400 hI', the oil feed to the
rod was adjacent to the damaged groove ending. The problem was
overcome by the simple expedient of drilling a radial hole in the

Fig. 7 Groove edge erosion In large-end bearing

Fig. 6 Overlay erosion in gasoline engine large-end bearings resulting from
incorrect ignition timing

Fig. 8 Relationship between position of groove edge erosion and shaft
rotallon

Fig. 9 Cavitation damage at end or smoothly blended groove In large-end
bearing
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Fig. 10 Cavltatlon damage associated with groove run-out In large-end
bearing, logelher wllh ellectlve solutlon

run-out section, as shown by the lower bearing in Fig. 10 which had
run for 1500 hr. Several other cases of similar damage have been
successfully treated, including applications where the feed to the rod
drilling was adjacent to the opposite end of the partial groove, either
by provision of a radial hole or by terminating the groove conveniently
at the end of a bridge-piece slot.

The only explanation the authors can put forward for the effec
tiveness of such solutions is that it results from a combination of the
damping effect of a relatively stagnant additional volume of oil and

. a change in oil flow conditions out of the end of the groove.
All attempts to overcome the damage at the end of partially grooved

large-end bearings by gently blending the groove ending, including
the use of tangential blends or spoon-shaped indents, have been
generally unsuccessful.

In a similar manner to which the damage to the fully grooved
bearing shown in Fig. 7 was overcome by fitting a nonreturn flow
valve at the base of the connecting rod, the damage shown to the
partially grooved bearing in Fig. 9 was overcome by fitting a restrictor
in a comparable position. This consisted of an insert in the shank
drilling with a smaller diameter hole than the rod drilling. The precise
length and diameter of the restrictor have to be determined by heat
balance tests on the engine to insure that sufficient oil is supplied for
piston cooling. Once correct, it has the advantage that, unlike a valve,
it cannot be damaged by inertia effects. A sophistication of this insert
would be a tapered hole, allowing easier flow into the rod from the
connecting rod bearing when inertia forces on the oil column are up
wards, and a restricted flow when they reverse.

High speed diesel engines (above lpproximately 2000 rev/min)
generally use ungrooved large-end bearings and do not supply piston
cooling oil via a connecting rod shank drilling. Large-end cavitation
erosion damage is not a common problem in these engines, but the
increasing level of turbocharging being applied will put further de
mands on present piston cooling methods. If additional cooling is to
be achieved by a rod drilling arrangement, rather than by fixed jets,
then similar cavitation problems to those described above would be
expected to occur.

One form of cavitation damage which has been noted on the
large-end bearings in several different types of high speed diesel en
gines incorporating horizontally split connecting rods, is shown in Fig.
11. In each case, the damage occurs in cap half bearings close to one
joint face only. It is believed that this particulill' type of damage is
influenced by local flexibility of the cap, causing collapse of vaporous
cavities formed within the oil film.

Main Bearings: Partially Grooved. The majority of modern
medium speed diesel engines use partially grooved main bearings in
which the ungrooved arc is symmetrically placed in the bottom half,
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Fig. 11 Suction damage In high speed diesel engine large-end bearing

Fig. 12 Mild overlay damage In parllally grooved main bearing

Fig. 13 Severe damage In parllally grooved main bearing
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and is approximately 120 deg in extent. Such bearings provide an 
acceptable oil film thickness within the narrow confines dictated by 
the overall design, but, at today's high ratings, are those most likely 
to suffer from cavitation erosion damage. This occurs downstream 
of, but usually close to, the groove run-out and typically takes the form 
shown in Fig. 12. 

In this instance, the damage was found after only 400 hr of opera
tion, and was restricted to the soft overlay plated surface of the 
bearing, which was of the order of 0.03 mm thick. The stronger bearing 
lining underneath had not been attacked. This form of damage is 
characterized by a crescent form, sometimes with an extended zone 
of damage. The crescent form usually mirrors the outline of the blend 
radius of the journal drilling which transfers oil to the crankpin 
bearing. In the particular example shown, after the initial short term 
damage, further progression was slow. Bearings in this condition after 
several thousand hours operation may quite safely be refitted. How
ever, in some instances the damage can be much more severe; that 
shown in Fig. 13 had propagated through the lining material which 
was of the order of 1 mm thick. Again, the damage exhibits the classic 
crescent form, but with sufficient severity to be repeated four times, 
albeit of gradually reducing extent. When this repeated form of 
damage was first noticed on engine main bearings, it was thought that 
each position of damage had occurred at a discrete operating speed. 
However, the engines from which the bearings of Fig. 13 were removed 
operated at constant speed; the top bearing in the picture was from 
a 900 rev/min engine, and the lower one from a 750 rev/min engine. 

Various palliatives have been tried on different engine types to 
alleviate this type of damage. These have usually consisted of modi
fications to the ending of the partial groove. Abrupt groove endings 
have been tried, as have square end and round end profiles, and groove 
run-out positions have been moved in both directions around the 
bearing. In one engine case, a hole was deliberately drilled through 
the bearing at the point of damage. This merely moved the damage 
further round the bearing. Spoon-shaped depressions have also been 
tried in the bearing surface at the groove ending. However, the most 
effective palliative so far adopted has been a tangential blend from 
groove to bearing surface, with a square profile. When this was first 
applied to the bearings of Fig. 13 it was not entirely successful, but 
when additionally the through slot was terminated in the top half 
bearing, as shown diagrammatically in Fig. 14, the damage was totally 
eliminated. This same^fcechnique has been applied successfully in 
several cases, including the first example shown, Fig. 12. 

The effectiveness of the above measures suggests that hydrody-
namic conditions are not the controlling factor, since they will not be 
significantly affected by such local changes to groove geometry. This 
view is reinforced by evidence from certain other types of engines 
where the load patterns and corresponding journal orbits differ sig
nificantly. In a particular engine type produced in Vee 12,16 and 18 
cylinder configurations, all main bearings were similarly damaged, 
except those not incorporating oil feeds to large-end bearings, or those 
employed simply as outrigger bearings. 

The overwhelming evidence therefore, is that the damage is a 
function of the rapid termination of oil supply from the main bearing 
groove to the journal drilling. 

The physical appearance of the damage, and its sensitivity to the 
form of the groove ending, effectively the rate of oil supply shut-off, 
suggests that the controlling mechanism may be analogous to the 
well-known water-hammer phenomenon. Briefly, if a valve in a hy
draulic circuit is rapidly closed, pressure waves will be reflected in the 
circuit at acoustic velocity, Va. If the value of Va can be determined 
from the relationship Va = pK where K = bulk modulus for the fluid 
and p = density of the fluid, then the time taken for reflection of the 
pressure wave in a pipe of known length may be calculated. 

Based upon values [5] of K = 1.70 X 103 MN/m2 and p = 900kg/ma 

for mineral oil, the time taken for the pressure wave to be reflected 
at the two operating speeds of 750 rev/min and 900 rev/min was cal
culated, and from these values the circumferential distance between 
damage sites was derived. 

Very close agreement between observed and predicted damage 

TANGENTIAL GROOVE RUNOUT 

Fig. 14 Design detail of successfully applied modification to groove 
ending 
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Fig. 15 Cavity formation associated with interaction between journal drilling 
and partial groove 
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Fig. 16 Suggested mechanism of 'crescent' pattern formation 

positions was obtained at both engine speeds when the active pipe 
length was taken as the length of the crankshaft drilling from main 
to large-end bearing, together with the length of the connecting rod 
drilling to the small end. 

It must be stressed that the close correlation between theory and 
practice is regarded as somewhat fortuitous especially in view of the 
considerable effect that undissolved air or gas in the lubricant can 
have upon the value of K [5], and also the assumptions made regarding 
active pipe length. Nonetheless, the fact that the damage shows evi
dence of energy decay with successive impacts, and that the spacing 
of the impact sites is clearly dependent upon rotational speed of the 
crankshaft, strongly supports the view that pressure wave reflection 
is the controlling mechanism in this form of cavitation erosion. 

It is probable that as the oil drilling in the shaft traverses the groove 
run-out, cavities are formed at the intersection of groove run-out edge 
and the oil hole blend radius, as depicted diagrammatically in Fig. 15. 
Progression of the oil hole across the run-out to complete closure re
sults in the pattern of cavity formation shown in Fig. 16. This cavity 
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Fig. 17 Influence of journal orbit upon discharge damage in main bear
ings 

pattern continues to flow around the bearing, under the influence of 
the more general oil flow, forming the broader crescent pattern also 
shown in Fig. 16. The travelling cavities are forced to collapse by the 
reflected pressure wave, producing the characteristic pattern of 
damage shown in Figs. 12 and 13. 

The tangential run-out and general groove form of Fig. 14 has the 
effect of reducing the rate of deceleration of the oil flow into the shaft 
drilling by means of the more gradual cut-off. In addition, the ex
tended overlap between the opening of one end of the through drilling 
and the closing of the other end means that the shaft drilling is more 
likely to remain filled. The combination of these two effects generally 
overcomes this form of damage. 

Main Bearings: Fully Grooved. Fully grooved main bearings 
on medium speed diesel engines very rarely exhibit cavitation erosion 
problems. However, at the higher speeds of operation, a form of 
"discharge" damage has been known to occur. Fig. 17 shows three 
bearings which exhibit this type of damage. The first bearing is the 
center main from a Vee 8 engine after 2000 hr at 1800 rev/min, and 
the second and third bearings are the center main and end main re
spectively from an in-line six cylinder automotive diesel after 30000 
mi at rotational speeds of up to 2400 rev/min. The center journal of 
the in-line six cylinder engine did not contain an oil drilling. Based 
on this fact, it is reasonable to presume that the damage bears some 
relation to the journal orbit. The predicted orbits for all three bearings 
are superimposed on Fig. 17. The position of damage relative to the 
orbit suggests that a correlation exists. 

There is a striking similarity between the damage in large-end 
bearings, as typified by Figs. 7-10, and that in the fully grooved main 
bearings of Fig. 17. Thus it is logical to consider the possibility that 
this particular type of main bearing damage also results from high oil 
flow. The damage is again initiated at a surface discontinuity, in this 
case the groove edge. Its position corresponds to a marked change in 
the journal center orbit (Point C in Fig. 24(a)). The direction in which 
the damage, once initiated, progresses across the bearing surface 
appears to be influenced by the direction in which the journal sub
sequently moves (Fig. 17). Possibly the formation of this damage can 
be better appreciated if, rather than considering the two dimensional 
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journal orbit, the movement of the whole of the journal surface relative 
to the bearing surface can be visualized with time. It can then be seen 
that a rapidly forming divergent clearance space is created between 
the two surfaces, thus creating a rapid local flow over the groove edges 
and across the bearing lands, back against the direction of rota
tion. 

A solution, if feasible within other engine design limitations, would 
be to modify the bearing load diagram, and hence journal orbit, by 
a change in rotating and/or reciprocating masses, particularly 
counter-weights. 

Further verification of this proposed damage mechanism was 
provided by results obtained from experiments with an ultrasonic 
vibratory rig (described in detail in Section 4). Bearings incorporating 
different groove cross-section forms were substituted for the standard 
ungrooved specimens. In all cases, the inclusion of grooves had no 
effect upon the severity or pattern of damage compared with the 
standard ungrooved specimens (Fig. 18). In the rig, damage is gen
erated purely by rapid approach and separation of two surfaces in a 
viscous coupling medium in the absence of a circulating flow of oil. 
The fact that groove edge damage does not occur in such a system 
suggests that in the engine case flow of oil across the groove is a sig
nificant factor. 

A characteristic form of suction cavitation erosion damage com
monly occurs in the relatively lightly loaded top halves of main 
bearings in both high and medium speed diesel engines. The bearing 
in this region almost invariably contains a central groove, and the 
damage occurs in the center of each land as shown by the example in 
Fig. 19, where the line of damage is virtually parallel to the groove 
edge. It may occur on isolated bearings in an engine set, or, in some 
instances, it has been known to be present on every top half bearing 
regardless of whether the journal contains an oil drilling or not. It has 
long been considered that this type of damage occurs due to rapid 
movement of the journal across its clearance space, and as such is 
influenced by clearance. Where this damage consistently occurs, it 
has been alleviated by a reduction in clearance. Reduction of housing 
flexibility has also been found effective in some instances, due to its 
influence upon the dynamic clearance. 

Further correlation between this type of suction cavitation erosion 
and clearance is shown in Fig.-^O. In this instance, the wall thickness 
towards the joints was less than in the crown, resulting in a larger 
clearance in the horizontal plane. 

During a series of development tests on a medium speed two-stroke 
engine, standard wall thickness bearings were fitted to a slightly un-
dersize crankpin, resulting in a clearance approximately 50 percent 
greater than the design maximum. This arrangement resulted in 
suction cavitation erosion of the cap half bearing (Fig. 21) within a 
50 hr period, whereas, at standard clearance, after operation for sev
eral thousand hours, no damage occurred. 

Hydrodynamic Considerations 
A full mathematical analysis of dynamically loaded journal bearings 

would be highly complicated, involving the consideration of distortion 
and flexibility locally within the bearing and grossly within the engine, 
and also the history and viscosity variation of the oil within the 
clearance space as temperature and pressure vary. For practical design 
purposes certain simplifications have to be made and it is common 
to assume rigid, perfectly cylindrical shaft and bearing surfaces, iso-
viscous Newtonian lubricants, and a full, perfectly replenished, oil 
film. A direct approach to the governing film equations can still re
quire an inordinate amount of computer time for the solution of a full 
set of engine bearings, so the inverse methods of solution [6, 7] offer 
distinct advantages. In particular the Mobility method has proved 
to be invaluable in visualizing and analyzing the dynamic behavior 
of a journal within a bearing. 

The Mobility method uses the fact that at any instant in time the 
journal center position relative to the line of action of the load pre
cisely defines the hydrodynamic conditions. 

Referring to Fig. 22, the velocity of the journal center can be de
termined by considering two components. If the journal is not rotat-
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Fig. 18 Comparison between grooved and ungrooved rig specimens

Fig. 21 Suction damage In large-end
bearing associated with large clear
ance

Fig. 19 Sucllon damage In upper half main bearing of high speed diesel
engine
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Fig. 25 Predicted oil film tondltlons throughout the operating cycle

back and forcing them axially out of the bearing lands (point B to
point C). Those that are forced into the central groove will collapse
at its edge due to the presence of oil at supply pressure. Once started,
this damage will progress at an increasing rate because of secondary
cavity formation and collapse associated with turbulent flow over the
damage site. The velocity of this flow will be directly influenced by

Fig. 24 Predicted hydrodynamic conditions associated with occurrence ot
cavity damage

ing, and is acted upon by a force vector in the direction shown, it will
move along the squeeze-path indicated,.by an amount depending on
the local value ofthe Mobility number, towards the pole position (P).
Additionally, the relative angular velocities of the journal, bearing,
and load give rise to a whirl component normal to the line of bearing
and journal centers COAl. The vector resultant of the squeeze and whirl
components determines the instantaneous direction and magnitude
of the journal movement. By taking suitable discrete time steps the
complete journal locus may be marched out. As described, the re
sulting orbit is relative to the load line, but a simple transformation
gives the orbit relative to the bearing itself.

The value of the mobility number throughout the map may be
calculated using short or finite bearing theory, and when these data
have been curve-fitted the resulting computer solution is very rapid.
In this study, short bearing theory has been used since it has already
been shown [8] that the approximation gives good qualitative results.
An advantage of this approximation is that the theoretical oil film
pressures may be determined easily; an important point in work on
cavitation.

In an attempt to gain extra confidence in the predicted film pres
sures some comparisons have been carried out against observed oil
film extents in a transparent bearing running in a dynamic similarity
rig. Figure 23 shows observed and predicted film boundaries at two
crank angles in a typical large-end cycle. Because of the poor definition
of one of the theoretical boundaries too much should not be read into
these comparisons.

Since the mechanism of cavitation damage depends on cavity for-,
mation and collapse, pressure variations below and above the vapor
pressure of the lubricant are clearly important. The basic theory used
allows positive or negative pressures to be developed within the oil
film as dictated by the hydrodynamics. For the purposes of balancing
loads and integrated pressures, i.e. in predicting the journal center
orbit, it has been 'assumed, as is common practice, that negative
pressures cannot be sustained by the lubricant. However, it is con
sidered that predicted negative pressures will indicate the position
and intensity of any cavity formation.

This method was used to examine the hydrodynamic conditions
of the bearing showillg the suction damage in Fig. 19. The applied load
line and resulting orbit are shown in Fig. 24(a), and it can be seen that
a rapid journal movement takes place between points Band C. While
experience suggests that rapid fluctuations in pressure are associated
with such movements, the initial plot of rupture zones within the
bearing (Fig. 24 (b» failed to show anything significant at the top of
the bearing (0 or 360 deg). It was only when the time step of the so
lution was refined (from 10 deg to 1 deg crank angle) that intense
'negative' pressures were predicted (Fig. 24(c». The regions of pre
dominant cavity formation will be the centers of the bearing lands,
and it is here that cavity collapse will take place as the feed pressure
is rapidly restored from the adjacent groove. The palliatives men
tioned previously-reduced clearance, stiffer bearing caps-help to
reduce the rapid journal movement and hence the cavity forma
tion.

The same orbit. (Fig. 24(a» is also known to.cause discharge erosion
damage (Fig. 17) in the lower half of the bearing. The damage appears
to be associated with point C on the orbit, where a reversal takes place,
but due to the higher journal center velocities at other points in the
orbit it is unlikely to be due purely to flow effects. Reference to Fig.
24(b) and Fig. 25 show that cavity formation and collapse in the region
of the damage are occurring. The map in Fig. 25 shows an unwrapped
bearing surface (bearing angle) against crank angle. On this are plotted
the path of the load line, the predicted journal center movement, and
oil film extent. Short bearing theory always predicts a 180 deg region
of positive pressure, and consequently a 180 deg rupture extent. On
the map the positive pressure zone is the one containing the load line.
Cavities are formed at point A in the orbit (at approximately 230 deg
bearing angle and 180 deg crank angle, see Figs. 24(b) and 25) as the
film thickness increases, and proceed around the bearing in the di
rection of rotation at approximately half journal speed. As the com
bustion loads come onto the bearing, a region of positive pressure
effectively moves back against shaft rotation, sweeping the cavities
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The authors' work has been conducted with an apparatus de
pending on piezo-electric effects and operating at 20 kHz (Fig. 26).

A deliberate decision was made to use a typical diesel engine lu
bricant as the coupling fluid, and to simulate shaft/bearing geometry
by providing a cylindrical end to the aluminum-bronze amplifying
horn. From the photograph of the apparatus it will be apparent that
the form of the test specimen is a thin walled half bearing. This form
of specimen was chosen because it was readily obtainable in a wide
range of lining materials, with a surface topography and metallurgical
structure representative of those normally encountered in engine
bearings.

For each test the specimen was carefully cleaned and weighed on
a balance accurate to 0.1 mg. It was then mounted in the test rig and
the static separation set at 0.75 mm by means of a micrometer at
tachment. The test cell was filled with Shell Rotella 30 oil to a level
to completely immerse the specimen, and the vibrator power adjusted
to 150 W at an amplitude of 0.016 mm. During the course of all tests
the temperature of the oil increased from room temperature to 66/700

C.
At the end of each test the specimen was thoroughly cleaned in a

solvent to remove the oil, and re-weighed. The volume loss was derived
from the weight loss and the specific gravity of the particular lining
material.

Initial tests were carried out with specimens in overlay plated form
for a period of 30 min with an amplitude of 0.016 mm. However, it was
soon apparent that with such specimens it was very difficult to dis
criminate between overlay and interlayer weight loss, and that a
clearer assessment of relative erosion rates of different over/ay/in
ter/ayer combination~would be better achieved in the first instance
by examining each layer in isolation.

Initially the test procedure for unplated specimens was as described
above with a standard duration of 30 min, but it was subsequently
decided that a shorter test would be more realistic since the likelihood
of the damage extending down to the steel backing would be mini
mized. A test duration of 10 minutes was eventually adopted, although
certain tests were extended to 50 min duration to investigate the time
dependency of the erosion damage.

Experimental Results. Results obtained from tests with a rep
resentative range of bearing materials are presented in terms of rel
ative volume loss in Fig. 27, together with the appearance of actual
specimens after test in the rig. It is immediately apparent that very
great differences exist in the erosion resistance of different bearing
materials, and the difference between tin-based and lead-based
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Determination of Relative Erosion Resistance
It has been known for many years [9), that erosive attack of most

materials could be induced by placing a solid specimen, submerged
in a fluid, in close proximity to a rapidly vibrating surface. Under these
conditions intense localized cavitation of the fluid occurs and the
collapse of the resulting vaporous cavities leads to removal of material
from the surfaces of even such hard substances as Stellite. Two basic
types of vibratory apparatus have been emplloyed to produce cavita
tion erosion under controlled and accelerated conditions. These em
ploy magneto-strictive or piezo-electric effeds to produce the nec
essary vibration ofa tube or specially profiled rod.

the subsequent movement of the journail away from the bearing sur
face (point C to point D), and it is thought that the form of the char
acteristic V-shaped damage is a function of the form of the joumal
center locus with respect to space. Figure 17 shows journal orbits as
sociated with cavitation damage in lower half main bearings where
this point is illustrated.

Fig. 26 Ultrasonic vibratory test rig Fig. 27 Relative erosion resistance 01 plain bearing malerials
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Material

Experimental
Polymer
Sn; 7.5 Sb; 3 Cu.
Cu; 22 Pb; 4 Sn.
Cu; 25 Pb; 1.5 Sn.
AI; 11 Sii 1 Cu.
Cu; 30 Po.
AI; 20 Sn; 1 Cu.
Pb; 10 Sb; 6 Sn.

Table 1

Ultimate
resilence
MN/m2

<1
58
88
68

224
57

103
30

Relative
volume

loss

<1
1
2
3

50
85

103
400

whitemetals, first reported by Schaeffer, et al. [10], is very striking
especially in view of the fact that their bulk mechanical properties,
including hardness, are similar. It has long been assumed that a clearly
defined relationship between erosion resistance and hardness exists,
but the results presented suggest that this is not the case, and that
one must look to other mechanical properties, either singly or in
combination, for a correlation. An examination of the more obvious
physical characteristics such as ultimate tensile strength' (UTS),
Young's modulus (E), notched impact resistance, fatigue strength,
elongation, and hardness does not provide a suitable correlation. Of
the more complex relationships postulated, that of ultimate resilience
proposed by Hobbs [11] appears the most promising (Hobbs defined
ultimate resilience as UTS2/2E'). Ultimate resilience has the attraction
of taking account of the strain energy to failure, which recognizes the
beneficial effect of the resilience of a material or, more graphically,
its ability to sustain repeated strain without cracking; Hobbs reports
fair correlation taking the results of tests with a number of steels and
aluminum bronzes. Experiments carried out by the authors with
certain high resilience polymeric materials have shown these to have
extremely high resistance to erosion-higher, in fact, than any of the
metallic materials presented in Fig. 27.

Although the resilience of the material is recognized as an important
factor in its resistance to erosion, the experimental results unfortu
nately show no general trend towards a direct relationship between
ultimate resilience (UR) and erosion resistance of bearing materials
(see Table 1). This is almost certainly because such materials in
variably comprise more than one phase, and the erosion resistance
will, therefore, be closely linked to the relative volumetric presence
and continuity of each phase, and, of course, the mechanical properties
of the phases in isolation and in concert. One can imagine, for example,
that a soft continuous phase within a relatively hard matrix could be
eroded rapidly, leaving areas of the harder phase unsupported and,
therefore, prone to collapse under oil film conditions (Fig. 28). It
should be borne in mind that individual impact sites may be small
enough to fall within an individual phase at the bearing surface.
As regards the mechanism' of material loss by cavitation attack from
a solid surface it seems probable that

1 undulations of the surface result from impingement of micro
jets of fluid.

2 with continued impingement, the undulations become deeper
and more numerous such that craters with raised lips are formed and
will, in some cases, overlap.

3 material will be torn form the crater lips, with successive fluid
impacts, by a process of ductile rupture.

In order to explore in more detail possible failure mechanisms,
eroded samples were examined using conventional metallographic
techniques and later a Scanning Electron Microscope (SEM). Con
siderable surface undulations were observed both with rig specimens
and bearings damaged in service (Fig. 29), but the transition from the
initial incubation stage to the point at which material loss occurs is
generally so rapid as to make precise determination of the mechanism
very difficult.

It was decided to collect erosion debris from the test rig and ex
amine it using the SEM. The results of this exercise, although not
entirely conclusive, have provided valuable indications as to the way
in which loss of material occurs. With several of the materials exam-
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Fig. 28 Preferentla erosion of lead phase In cast copper-lead specimen

Fig. 29 Surface undulations at early stage of suction erosion damage

ined the dE,bris exhibited deformed, but nonetheless recognizable,
surface features typical of ductile rupture (Fig. 30). In addition, a
number of quasi-spherical particles, which have been described as
characteri8tic of erosion debris [12] were observed. Of particular in
tel'est is the surface appearance of such particles, which strongly
suggests that they are formed from initially irregularly shaped debris
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Fig. 30 Scanning electron microscope photographs of debris from erosion
rig

by a process of mechanical swaging and abrasion. It would follow that,
with time, the number of such particles in a sample would increase,
as would their tendency to become more spheroidal.

At one time it was thought that the presence of such particles of
bearing materials in lubricant samples taken from engines in service
would be characteristic of the occurrence of erosion damage, but this
seems unlikely because

1 erosion debris particles are unlikely to remain sufficiently long
in the region of erosive attack for the necessary mechanical defor
mation to occur.

2 debris from bearing linings generated by processes other than
erosion would seem to be equally likely to form spheroids.

Journal of Engineering for Power

The fact that spherical particles are seen in debris from erosion rigs
is no doubt because the nature of the accelerated test procedure em
ployed provides intense agitation within a closed cell from which the
debris cannot escape, which would not be the case in the lubrication
system of an engine.

Conclusions
Cavitation erosion damage in diesel engine bearings appears to fall

broadly into three categories, associated with
• interactions between bearing surface features and crankshaft
drillings
• inertia effects of the oil within connecting rod drillings
• journal movements within the bearing clearance space leading to
advel'se transient oil film conditions

RelativelY simple modifications to the detail design of the bearing
and its associated components can usually obviate problems from the
first two catagories but often not from the third. However, these more
intractable problems do seem to show some correlation with predicted
oil film conditions. A more detailed theory than that considered here
will probably be needed before damage can be reliably predicted at
the design stage.

When considering the erosion resistance of a wide range of bearing
materials no relationship involving their simple mechanical properties
emerges. However the resilience possessed by certain polymeric ma
terials appears to be very beneficial.
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Recuperators for the HHT-
Demonstration Plant 

Recuperators of closed cycle gas turbine plants are characterized by large heat transfer 
areas accommodated in rather small volumes. Clean gas conditions, moderate operating 
temperatures and modest requirements with respect to tightness have resulted in general
ly good operational records. In the case of recuperators for direct cycle high temperature 
reactors, more stringent boundary conditions are being imposed than for conventional 
plants. In this paper studies and experiments performed for the recuperator of the HHT 
demonstration plant (670 MWe) are described. Five different design concepts are dis
cussed and mutually compared. All designs use straight tubes. The main concept is a pro
posal with longitudinal flow on the shell side, but also the proven cross-counterflow con
cept has its merits. Special subjects are sensitivity to temperature streaks and optimum 
subdivision into modules. 

Introduction 
HHT is a German-Swiss project for closed-cycle gas turbine plants 

heated directly by high-temperature reactors. A project for a reference 
plant of 1230 MWe capacity was completed in 1977; an overall de
scription is given in [1], while [2] deals with the corresponding heat 
exchangers. A demonstration plant for 670 MWe is being planned [3]. 
This paper deals with the recuperator for such a plant. Different de
sign concepts will be discussed in the light of the boundary conditions 
and the other selection criteria. 

Two recuperators are foreseen in parallel loops. They are to be ar
ranged in vertical pods of a prestressed concrete pressure vessel. The 
connections of hot and cold low-pressure gas are on opposite sides at 
the bottom of the pod, while the high-pressure gas enters and leaves 
through concentric ducts in the upper part of the pod. The vertical 
distance between the low- and high-pressure connections is deter
mined by the overall arrangement of the plant and is available for the 
recuperator. The diameter of the pod is to be as small as practicable. 
A specific feature of the HHT-project is the warm liner concept. It 
means that the pod liner should be swept by gas not warmer than 
about 150 °C; in this way the liner will not require any insulation and 
is thus accessible for inservice inspection. 

It is expected that the authorities and customers will impose 
stringent requirements with respect to quality assurance and inservice 
inspectability despite the fact that the apparatus is not an outer 
boundary of the reactor coolant circuit. The ultimate stringency of 
these requirements will depend on the consequences of eventual 
ruptures of recuperator parts on the rest of the plant and also on the 
role the recuperator will have to play for residual heat removal. 
Repairability and exchangeability of the apparatus will have to be 
provided. 

As the size of the recuperator will be quite large, the possibilities 
of transporting it to the site must be considered. Only road or rail 
transport will be available. The erection time within the reactor 
building is to be of short duration. 

A preliminary set of thermal design data is summarized in Table 
1. Only the sum of the pressure drop ratios on the primary and on the 

Table 1 Thermal design data (per recuperator) 

Fluid 

Recuperator primary side: 
Mass flow 
Inlet temperature 
Outlet temperature 
Inlet pressure 

Recuperator secondary side: 
Mass flow 
Inlet temperature 
Outlet temperature 
Inlet pressure 

Recuperator effectiveness 
Sum of pressure drop ratios 
Turbine inlet temperature 

T i 
T2 

Ts 

T4 

Vr 
t 
T6 

Helium 

411 kg/s 
488 °C 
148 °C 
24.6 bar 

395 kg/s 
107 °C 
461 °C 
72.2 bar 
92.9 percent 
4.1 percent 
850 °C 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OP 
MECHANICAL ENGINEERS and presented at The Gas Turbine Conference 
and Products Show, New Orleans, La., March 10-13,1980. Manuscript received 
at ASME Headquarters November 26, 1979. Paper No. 80-GT-3. 

secondary side has been specified; the distribution on both sides does 
not influence the plant efficiency and may be chosen in order to realize 
optimum heat exchanger configuration. 

No strong transients have been specified for normal operating 
conditions. Two peculiarities of a closed cycle gas turbine circuit, 
however, may have an impact on the design of the recuperator. Firstly, 
the bypass control—by which cold gas is added on the low-pressure 
side between turbine and recuperator—could result in local hot and 
cold streaks at the heat exchanger inlet. Secondly, rapid pressure 
equalization resulting from the rupture of a barrier between high and 
low pressure anywhere in the circuit may cause high transient stresses 
in the apparatus. 

The recuperator is an important part of a gas turbine plant both 
from its size as well as its influence on the overall efficiency. This may 
be illustrated by introducing the numbers of Table 1 in the equations 
given in the appendix. The overall plant efficiency is about 40 percent. 
An increase of 1 percent in the effectiveness of the recuperator would 
improve this value by 0.4 percent, provided the gas pressure drop stays 
unchanged. Such an improvement would require an increase of more 
than 20 percent in the heat exchange area. Although it would be 
possible to achieve the higher recuperator effectiveness by the same 
heat transfer area and greater pressure drop, it would result in a de
crease of the overall efficiency. 

R e v i e w of D e s i g n C o n c e p t s 
General. In this chapter five different recuperator design concepts 
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Fig. 1 Recuperator with 18 hexagonal modules, longitudinal counterflow: 
( I ) supporting cover, (2) hexagonal modules staggered with each other and 
nested, (3) high-pressure connections to the modules, (4) high-pressure outlet 
pipes, (5) low-pressure seal, (6) lateral bracing for modules, (7) central tube, 
(8) high-pressure gas collector, (9) access door, (10) tubular lateral bracing, 
( I I ) liner (12) prestressed concrete reactor vessel (PCRV), (13) cover of 
recuperator pod, (14) low-pressure gas inlet, (15) low-pressure gas outlet, 
(16) low-pressure gas box, (17) high-pressure gas inlet, (18) high-pressure 
gas outlet 

are described. Two types are built as longitudinal counterflow heat 
exchangers (HX's). This arrangement of the gas flow leads to small 
pod diameters. The heat transfer area is subdivided into hexagonal 
or circular modules. The thermodynamical layout is the same for both 
cases (see Fig. 3). Two further design concepts are realized by means 
of a cross-counterflow arrangement. Such designs are well known from 
previous closed cycle gas turbine plants [5, 6]. An array of only one 
module and another with seven modules are described; here, the 
thermodynamical layout is not the same for the two variants because 
of a different optimum number of baffles. 

The fifth design concept is a longitudinal counterflow arrangement, 
but in contrast to the other designs the HP-gas flows outside the 
HX-tubes. 

Longitudinal Counterflow Heat Exchanger with Hexagonal 
Modules and HP-Helium inside Tubes. The correlation between 
pod diameter and active length of the HX as deducted from ther
modynamical layout and simple design rules is shown in Fig. 3. The 
maximum active length which can be arranged in the given pod is 22 
m. With this boundary condition, there is a minimum pod diameter 
for a tube of 12 mm OD. 

A HX with hexagonal modules is shown in Fig. 1. From the turbine, 
the hot helium flows into the pod at bottom left and is led to the shell 
side of the bundle. It leaves the tube bundle at the top with a tem
perature of 148 °C, keeping the steel liner of the pod at this temper
ature as it flows down to the outlet at the bottom right of the pod, 
Inflow and outflow of the high-pressure helium are coaxial at top left; 
heating-up takes place during the downward flow through the 
tubes. 

The exchanger is subdivided into 18 hexagonal modules. One fea
ture of these is the return flow of the HP helium in a central tube. 
Another characteristic of the proposed design is the supporting cover, 
which not only carries the weight of the modules but is also loaded by 
the pressure difference between the HP and LP helium. The modules 
are positioned horizontally to each other and to the liner by lateral 
bracings; at the bottom end of the shell they are sealed against each 
other and also against the hot gas box to prevent LP bypass. This box 

T I—• r | I I j r* 
10 20 30 4 0 50 60 

Number of hexagonal modules 

Fig. 2 Pod diameter as a function of the number of hexagonal modules 

H 16 18 20 22 24 26 28 

Act ive length L a ( m ) 

Fig. 3 Pod diameter of the longitudinal counterflow HX as a function of its 
active length (Parameter: tube outer diameter (mm)). The curves show pod 
diameter dimensions for an array with seven circular modules. The values 
for an array with 18 hexagonal modules are about 0.1 m smaller than shown 
in this figure 

is insulated at the inside and fixed to the liner by claws and guides or 
socketed stanchions. The HP gas collector located above the sup
porting cover has a sliding connection with the hot gas return lines. 

The pod diameter has been calculated for different numbers of 
modules as shown in Fig. 2. The total of 18 hexagonal modules con
stitutes a minimum in pod diameter. Numbers greater than 54 were 
not considered any further because of the higher weight attributed 
recently to inservice inspection. 

In the case of the reference plant (1230 MWe) investigated before 
the demo plant, the minimum pod diameter was found to result from 
54 hexagonal modules. The smaller optimum number for the demo 
plant is due to two reasons. Firstly, the smaller heat exchanger results 
in a tendency toward less modules, because these should not be too 
small for inspection reasons. Secondly, the need for space at the inner 
and outer peripheries of the bundle to prevent bypass flow leads to 
a reduction of the length of these peripheries, realized by lowering the 
number of modules. 

Heat exchangers composed of hexagonal modules can be designed 
in many ways. Staggering of the modules as shown in Fig. 1 is no longer 
necessary, if axial inflow to the modules is made possible by compact 
module headers, whereby the tubes have to be bent near their ends 
[7], Omitting the shrouds around each module avoids a delicate 
problem of bypass flow. Corresponding designs may have no wall at 
all between modules or show one wall in the form of a honey-comb 
structure in order to support the modules. The additional compact
ness made possible by such variations of hexagonal modules has to 
be paid for by more accurate and more expensive fabrication. 

Longitudinal Counterflow Heat Exchanger with Circular 
Modules and HP-Helium inside Tubes. The result of the ther
modynamical layout is summarized in Fig. 3. 

The design, as shown in Fig. 4, is basically similar to that with the 
hexagonal modules. Sealing against LP bypass flow is effected not 
directly between the individual modules, but by a sealing grid. Since 
the modules are not in contact with each other, this arrangement fa
cilitates possible replacement of defective modules. The LP gas flow 
sweeps the modules all around, so that less staggering is necessary. 
Thanks to the large and straight HP connecting and central tubes, 
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Fig. 4 Recuperator with seven circulator modules, longitudinal counterflow: 
(1) supporting cover, (2) circular modules, (3) high-pressure ducts to the 
modules, (4) high-pressure outlet ducts, (5) low-pressure seal, (6) lateral 
bracing for modules, (7) central tube, (8) high-pressure gas box, (9) access 
door, (10) liner, (11) prestressed concrete reactor vessel, (12) cover of HX 
pod with access door, (13) low-pressure gas inlet from turbine, (14) low-
pressure gas outlet to precooler, (15) low-pressure gas box, (16) high-pressure 
gas inlet from compressor, (17) high-pressure gas outlet to reactor 
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Pod diameter as a function of the number of circular modules 

the tube end plates afford good accessibility. 
As for hexagonal modules, the pod diameter has been evaluated for 

different numbers of modules, see Fig. 5. Seven circular modules result 
obviously in a minimum pod diameter. The radial space required for 
gas inlet, shells, insulations and central tubes is lower than that for 
module numbers of more than seven. 

Cross-Counterflow Heat Exchanger with One Module and 
HP-helium inside Tubes. The pod diameter and active length 
shown for the cross-counterflow HX with one module in Pig. 6 are 
based on the results of the thermodynamic calculation. 

The fabrication of tubesheets and baffles becomes problematic if 
the pitches are too small. Consequently, solutions with NC = 6 cannot 
be selected. The layout-point was finally chosen with NC = 8 and IDB 
= 2.9m. 

The design concept is shown in Fig. 7. As in the case of the longi
tudinal counterflow HX, the return of hot HP-helium takes place in 
a central tube in the middle of the HX. The entering LP gas flows 
between the lower head cover and an outer spherical shell to the tube 
bundle. 

It is then directed radially toward the inside space. Afterwards it 
flows upward in a wavy line through a disk and doughnut array of 

a. 
a 
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A c t i v e l e n g t h L a ( m ) 

Fig. 6 Cross-counterflow recuperator with one module. Pod diameter as a 
function of active length. (Parameters: number of passages (NC) and internal 
diameter of bundle IDB (m).) 

Fig. 7 Recuperator with one module, cross-counterflow: (1) supporting cover, 
(2) circular module, (3) low-pressure seal, (4) lateral bracing, (5) central tube, 
(6) high-pressure gas box, (7) liner, (8) prestressed concrete reactor vessel, 
(9) cover of HX pod with access door, (10) low-pressure gas inlet from turbine, 
(11) low-pressure gas outlet to precooler, (12) low-pressure gas box, (13) 
high-pressure gas inlel from compressor, (14) high-pressure gas outlet to 
reactor 

baffles through the HX. After an even number of passages, it leaves 
the bundle at the top and is redirected and guided back along the liner 
toward the LP exit. 

The large size of a single module gives rise to two problems. Firstly, 
the large wall thickness of the supporting cover, lower head cover and 
tubesheets may limit the admissible temperature transients. Secondly, 
the fabrication of the whole module has to be effected in a workshop 
on the plant site. 

Cross-Counterflow Heat Exchanger with Several Modules 
and HP-Helium inside Tubes. The modules consist each of a tube 
bundle with annular cross section and a hexagonal shell, see Fig. 8. 
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Fig. 8 Recuperator with seven modules, cross-counterflow: (1) supporting 
cover, (2) module, (2a) hexagonal shell of the module, (26) annular bundle, 
(3) high-pressure ducts to the modules, (4) high-pressure outlet ducts, (5) 
low-pressure seal, (6) lateral bracing for modules, (7) central pipe, (8) 
high-pressure gas box, (9) access door, (10) liner, (11) prestressed concrete 
reactor vessel, (12) cover of HX-pod with access door, (13) low-pressure gas 
inlet from turbine, (14) low-pressure gas outlet to precooler, (15) low-pressure 
gas box, (16) high-pressure gas inlet from compressor, (17) high-pressure 
gas outlet to reactor 

The overall arrangement of the apparatus is similar to the longitudinal 
counterflow HX with seven modules, especially the low pressure 
sliding seal. 

An arrangement with more than seven modules leads to larger pod 
diameters, as in the case of longitudinal counterflow HX's with round 
modules. 

A workshop on the site is no longer necessary and replacement of 
individual modules is possible. The thermal inertia of the heavy 
structures is comparable with those of the longitudinal counterflow 
HX. One significant disadvantage of this HX is its space require
ment. 

Longitudinal Counterflow HX with Circular Modules and 
HP-Helium outside Tubes. In order to avoid the hypothetical 
problem of a rupture of the supporting cover, it has been proposed 
to make the large HP/LP-barrier an integral part of the PCRV. 

Results of a thermal design study are shown in Fig. 9. 
The active length given by the boundary condition as shown in Fig. 

10 and the minimum practicable tube sheet ligament, chosen here to 
be 4 mm, determine the design point in Fig. 9. 

The cold HP-helium flows downward along the liner and then up
ward through the modules (Fig. 10) where it is heated up. The hot 
helium is collected in the HP gas box and returns via coaxial gas 
duct. 

The number of seven modules is chosen for the same reasons as 
shown in Fig. 5. 

The small pitch necessitates a thick tubesheet with a rather high 
thermal inertia. Shells and other structures are subjected to pressure 
from the outside. 

Tasks and Effects of the Spacers in a Bundle with 
Longitudinal Flow 

The spacer grids constitute an essential and delicate part of heat 
exchangers with shell side, longitudinal flow. Their main tasks are: 
• Holding the HX-tubes in their proper position, in order to maintain 
regular flow distribution over the cross section of the bundle 
• Preventing buckling of the tubes in the case of different axial 
stresses 
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Fig. 9 Pod diameter and tube pitch of the recuperator with circular modules 
and HP-helium outside tubes as a function of its active length. (Parameter: 
tube diameter (mm), minimum distance between tubes: sm (mm).) 

Fig. 10 Recuperator with HP-helium outside tubes: (1) large high pres
sure/low pressure barrier, (2) circular elements (3) low-pressure ducts to 
the elements, (4) low-pressure outlet ducts, (5) high-pressure seal, (6) lateral 
bracing for modules, (7) central pipe, (8) high-pressure gas box, (9) access 
door, (10) liner, (11) prestressed concrete reactor vessel, (12) cover of HX 
pod with access door, (13) low-pressure gas inlet from turbine, (14) low-
pressure gas outlet to precooler, (15) low-pressure gas box, (16) high-pressure 
gas inlet from compressor, (17) high-pressure gas outlet to reactor 

« Preventing excessive vibration of the tubes under the effect of gas 
flow. 

The main criteria in designing the spacer grids for the recuperator 
have to be sufficient mechanical stability and minimum gas pressure 
drop. Several types of spacers have been taken into consideration. 
Mechanical stability, fretting behavior and pressure drop coefficients 
were investigated experimentally and analytically. 
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Fig. 11 Test rig lor mechanical testing of tubes and spacers

Criteria for the Longitudinal Distance between the Spacers.
The criteria which determine the interval between successive spacers
are accuracy of tube position, vibration amplitude of the tubes,
fretting between tube and spacer, and tube buckling due to com
pressive stress. This last criterion has been found to prevail in our
case.

The origins of the stresses are different average temperatures of
the tubes caused by gas temperature streaks in the bundle. Such
streaks may be produced by bypass control whereby cold gas is mixed
to the hot turbine outlet gas at different operational and transient
condition cases.

These streaks flow essentially undamped through the heat ex
changer. Since they are in touch with the same tubes along their whole
way in the bundle, the wall temperatures of these tubes are strongly
influenced. Strong hot streaks may thus cause buckling of singular
tubes.

Tests are being planned, in order to establish the size of the streaks
at the HX inlet. Another test, which will allow to quantify the mixing
effects of such streaks within the bundle is in preparation.

A special test has been made to establish and analyze the me
chanical behavior of the tubes with different spacers. The test rig
employed is shown in Fig. 11. A small HX-bundle with seventubes
is set up on a strong beam. 15 spacers are mounted at equal intervals
between tubesheets at the ends of the bundle.

In a first test, a single tube was fixed at the two tubesheets and
heated until buckling occurred, see Fig. 12.

A small lateral deplacement of the tube was observed before the
theoretical buckling load was reached, probably due to excentric load.
Stresses in the tubes caused by temperature differences are of sec
ondary character. Consequently, buckling loads even greater than the
theoretical ones may be acceptable, as long as there is no contact be
tween the neighboring tubes.

In a second test, the natural frequency of a tube was observed at
different stress loads. It was established that there is significant re
duction in the natural frequency at the theoretical buckling load.

It is expected that the type of fixation for the tubes influences the
buckling characteristics (Fig. 13). Only one fixation plane was used
for the tests mentioned. Further tests with two planes will be inves
tigated later.

The greater the temperature streaks at the inlet of the HX, the
smaller the distance between spacers has to be selected in ordel' to
avoid buckling. Nevertheless, at the same time the axial force of the
tube causes stresses in the weld-connection tube to tube-sheet. The
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Fig. 12 Delail of Fig. 11, one tube Is buckled

admissible stress of this weld determines another limit for the size of
temperature streaks.

Influence of the Spacer Design on the Dimensions of the Re
cuperator. In order to obtain minimum spacer pressure loss, some
attention has been given to the optimization of the spacer geometry.
The importance of this problem may be illustrated by the fact that,
for the current HHT-recuperator layout, the spacers produce about
half of the shell-side pressure loss.

Different spacer types (hexagonal grids as well as ring types) have
been designed and analyzed. The pressure drop coefficient z" may be
calculeted using the blocked area, wetted perimeter and wetted area
[8]. Hydraulic and structural analysis is supplemented by tests.

The influence of z" on the HX-dimensions is shown in Fig. 14.
Thereby shell- and tube-side pressure losses are kept constant, as well
as the longitudinal spacer distance.

A variation of the longitudinal distance between the spacers has,
in a first approximation, the inverse effect of the variation of the
pressure drop coefficient. Therefore, the consequences of such a
variation may be read from Fig. 14. Exact measurements of the
pressure drop coefficient show an influence of spacer distance. This
effect is due to the flow perturbation caused by the spacer. There is
also a beneficial consequence, namely a local increase of the heat
transfer coefficient. For the spacers of the hexagonal grid type a local
maximum of about 10 percent or an average increase of a few percents
can be expected [9].

Comparison of the Different Design Concepts
Criteria. The main criteria for the selection of the design concept

are:
• feasibility
• space requirement
• accessibility for inservice inspection
• repairability
• sensitility to cold gas streaks
• testability
• cost.

A summarized valuation of the five recuperator concepts as de
scribed in Section 2 is given in Table 2, the corresponding arguments
are discussed in the following sections.

The criterion cost has not been considered in Table 2. The different
space requirements and overall arrangements of the various HX
concepts entail substantial variations of cost for the PCRV etc.
Consequently, consideration of heat exchanger costs alone cannot be
conclusive.
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Table 2 Dimensions , we ight s and prel iminary rat ings of the dif ferent des ign concept s -
(1): B a d , (2): Feas ib l e , open prob lems , (3): Good, (4): V e r y good 

rat ing scale: (0): Impossible, 

Active length 
Pod diameter 
Tube diameter 
Tube pitch 
Number of tubes 
Heat transfer area 
Weight 

Criteria 
Feasibility 
Space requirement 
Inspectability 
Repairability 
Sensibility to temperature 

streaks 
Testability 

m 
m 
mm 
mm 

-
m2 

Mg 

Longitudinal counterflow 
HP-helium inside tubes 

18 hexagonal 
modules 

7 circular 
modules 

MAIN DIMENSIONS AND 
21.8 
5.86 
12 
16.7 
49'200 
40'500 
830 

22.0 
5.96 
12 
17.8 
40'200 
33'300 
810 

Cross counterflow 
HP-helium inside tubes 

1 circular 
module 

WEIGHTS 
22.0 
6.15 
12 
18.6 
45'900 
38100 
640 

7 modules with 
hexagonal shells 

22.0 
>6.4 
12 
16.9 
39'100 
32'400 
800 

RATING OF THE HEAT EXCHANGERS CONCEPTS 

2 
2.2 
2 
1.5 
1.5 

2.5 

3 
2 
2.5 
2.5 
1.5 

2 

2.5 
1.5 
3 
2.5 
3 

1 

3 
1 
2.5 
2.5 
3 

2 

Longit. counter-
flow. HP-helium 

outside tubes. 
7 circular modules 

18.5 
6.4 
13 
16.9 
47'000 
35'500 
780 

2 
1 
2.5 
2.5 
2 

1 

« H Tube 

two fixation planes one fixation plane 

Fig. 13 Types of fixation for the tube by the spacer 

Longitudinal Counterflow HX with Hexagonal Modules and 
HP-Helium inside Tubes. The longitudinal counterflow HX will 
best satisfy the geometrical boundary conditions with slender and 
high pods. 

In the case of hexagonal modules, the LP seal is formed only by the 
gaps between modules, see Fig. 15. 

With a gap width of 1.7 mm, there is a bypass of LP gas around the 
HX of about 3 percent of the total flow rate. To compensate this effect, 
the heat transfer area has to be extended and the pod diameter in
creases correspondingly. 

The requirements for inservice inspection of the recuperator be
cause of reactor safety are low. However, because of operational rea
sons, it is desirable for the structures to be readily accessible at least 
on the first installation, in order to allow supervision of the operational 
behavior and examination of any damage sustained. With the present 
design, it is possible to inspect the supporting cover and to gain access 
to the tubesheets of the modules as well as to the heat transfer tubes 
by means of special devices. These can also be used for plugging tubes. 
An exchange of singular modules would not be impossible, but 
probably difficult. 

As indicated in the preceding section, the feasibility of the longi
tudinal counterflow HX depends on sufficiently small hot gas streaks 
on the LP side. 

By the criterion testability the possibility for testing a prototype 
module in a loop such as HHV [10] shall be judged. The smaller the 
module is, the more easily such a test could be made. 

Longitudinal Counterflow HX with Circular Modules and 
HP-Helium inside Tubes. The circular modules have distinct ad
vantages with respect to fabrication and inservice inspection. In ad-
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Spacer pressure drop coefficient Z s 

Fig. 14 Active length and pod diameter as a function of the spacer pressure 
drop coefficient 

dition, the LP sliding seal produces an internal bypass which is con
siderably smaller than in the case of the hexagonal modules. The pod 
diameter is only about 10-cm larger. An individual module could be 
changed with fewer complications than an hexagonal module because 
the modules do not touch each other. 

Testing a prototype of a circular module will be somewhat more 
difficult because of its dimensions. 

Cross-Counterflow HX with one Module and HP-Helium in
side Tubes. Due to the fact that the gas flows perpendicularly to the 
tubes and mixes after each passage, hot streaks are well damped and 
the wall temperatures of the tubes are largely equalized. 

The pod diameter resulting from our first design calculations is 
clearly larger than for the longitudinal counterflow HX's. Further 
development of design and calculation methods for this type of 
cross-counterflow HX may result in a reduction of this diameter. 

An obvious problem of a single module recuperator is given by the 
necessity of site fabrication. Supporting cover, tubesheets, baffles and 
high pressure gas collector are delivered to the site as complete parts. 
However, connection of tube to tubesheets and assembly of the 
structures take place in a workshop on the site. The implications of 
such a fabrication are being studied. Site workshops larger than 
needed in the case considered have been in use [11], 

The access to all parts of the HX is quite good. An exchange of the 
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hot 

Fig. 15 Gap seal of the longitudinal counterflow HX with hexagonal mod
ules 

apparatus would require a suitable lifting equipment in the con
tainment. 

The chances for testing a whole prototype are rather small for this 
design concept. 

Cross-Counterflow HX with Several Modules and HP-Helium 
inside Tubes. The same advantages with respect to fabrication, 
inspection, repair and testing are offered as in the case of the longi
tudinal counterflow unit with seven circular modules. 

A further advantage is the favorable behavior against temperature 
streaks as in the case of the type with one module. 

The resulting large pod diameter would be the principal disad
vantage for an application of this concept in the HHT-project. 

Longitudinal Counterflow HX with Circular Modules and 
HP-Helium outside Tubes. The design with the HP-gas outside 
the HX-tubes may result in a favorable plant layout through elimi
nation of the steel support cover and better access to the HX-modules. 
Hot streaks coming from the LP inlet are damped by flowing through 
the long central tubes. 

The small pitches of this design and the resulting thick tubesheets 
are unfavorable for fabrication and also for transient operation. At 
the inner and outer periphery of the module, the smaller p ;tch ne
cessitates very small and well observed distances to the shell and 
central tube. Otherwise bundle internal temperature streaks could 
result. 

Stresses caused by the rigid connection of HX tubes, tubesheets 
and central tube are higher. Therefore, bellows will probably have to 
be provided between the upper tubesheet and the central tube. As can 
be seen in Table 2, heat transfer area and pod diameter are compar
atively large. 

The good access from above is impaired by the higher contamina
tion of the warm LP-side, which is now at the upper part of the HX. 
At present no experimental loop is available which would allow to 
simulate the HP-gas-flow on the shell side of this HX.' 

Summary and Conclusions 
Recuperators for fossil-fired closed cycle gas turbine plants have 

been built, after various stages of development, as cross-counterflow 
heat exchangers with straight tubes, and have demonstrated their 
maturity by good operating experience. Recuperators for GT-HTGR 
plants may profit by this record, but have to fulfill some different and 
additional requirements. The unit size becomes larger as does the 
pressure difference, fretting problems in helium of reactor quality are 
more difficult to handle, tubes and other critical parts need to be ac
cessible for inservice inspection and some contamination of the ap
paratus has to be expected. Integrated arrangement of the entire gas 
circuit in a prestressed concrete reactor vessel leads to the requirement 
of even more compact design and the especially small diameter of the 
apparatus. 

Hence, the search for an optimum type of heat exchanger must be 
considered open again for this new application. 

Despite the use of high pressure helium and the splitting of the 670 
MWe demo plant in two loops, the adoption of the proven cross-
counterflow heat exchanger concept results in a considerable size of 
the apparatus, so that site fabrication is necessary. This complication 
can be avoided by dividing the recuperator in seven modules, at the 
price of the large diameters of the two recuperator pods in the 
PCRV. 

Comparatively small pod diameters can be achieved by adoption 
of the longitudinal-counterflow heat exchanger concept. Such recu
perators are sensitive to temperature streaks, but this problem can 
be solved within a certain range. Important parts of these heat ex
changers are the spacer grids, which have to provide high mechanical 
stability and low pressure drop. In order to get favorable flow condi
tions, only modular designs come into question. A heat exchanger 
comprising seven round modules has become the reference design. 
A small gain in pod diameter could be achieved by an apparatus 
composed of 18 hexagonal modules, at the price of additional design 
problems. 

An alternative plant layout results in the high pressure helium on 
the shell side of the recuperator. There is no advantage from the pure 
heat exchanger point of view, as long as only conventional design el
ements are applied. 
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APPENDIX 
Simplified Relations between Plant Efficiency, 

Recuperator Effectiveness, Relative Pressure Drop 
and Heat Transfer Area 

Using the temperature nomenclature of Table 1, the recuperator 
effectiveness is defined as 

from (1): 

Vr 
T.i - T3 

(1) 
T 1 - T 3 

With the net plant power N andl the thermal power Q of the reactor 
the plant efficiency is 

N 
?; = — (2) 

Variations of thermal power Q and of available mechanical power 
N result in the following change of plant efficiency 

AQ AN 
(3) 

An increase of the outlet temperature on the high pressure side of 
the recuperator enables a decrease of the reactor thermal power 

AQ - A T 4 

TR — TA 
(4) 

AT4 = Avr • (Ti - T3) (5) 

Additional pressure drop Ap in the recuperator would have to be 
compensated by additional power of the compressor. With the gas 
pressure p , the relative pressure drop e = Ap/p, the specific volume 
of the gas u, the specific heat cp, the gas constant R and the com
pressor efficiency Vc (about 90 percent) one gets 

AN -AAp-v = -Afii'T 

Q ~ Vc • cp • (T6 - T4) Vc-Cp-iTs-Tt) . 

For helium we have R/cp = (K - 1)1 K = 0.398. 
From (3) to (6): 

. . V • (Ti ~ Ts) . 0.44 -Ta 
Ar, = Arir-—; Ae-——~- (7) 

If,- 1 i 1 5 1 4 
In [4] an equation (18c) for the heat transfer area F in longitudinal 

flow is given. Neglecting other terms, the relation between F, e and 
the temperature difference AT over the heat transfer area be
comes 

(8) 
A T " 

Assuming equal mass flows on both sides of the heat exchanger, 
which is approximately the case with the recuperator, the driving 
temperature difference is constant over the area and may be deducted 
from [1] 

A T = Ti - T4 = T2 - Ts = (1 - Vr) • (Ti - T3) (9) 

equations (8) and (9) combine to 

1 

( l_„ r ) i .4 . e o .4 
(10) 
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Crossflows in a Turbine Cascade 
Passage 
Measurements of the subsonic flow in a large scale plane turbine cascade, that were given 
in an earlier paper, are examined in more detail from the standpoint of the endwall 
boundary layer. Representative data are presented in terms of normal and streamwise 
velocities, flow angle deviations, and polar plots, that can be used to substantiate analyti
cal models of the endwall flow. The qualitative behavior of the endwall crossflow was 
found to be correlated by a relatively simple expression, based on the flow angle devia
tion. 

Introduction 
An important problem that arises in the design of modern gas 

turbines and in the analysis of their performance, is the understanding 
and prediction of the nature and influence of secondary flows. Based 
on the current state-of-the-art, a turbine designer might well define 
secondary flows as those three-dimensional flow effects in a turbine 
that he had not planned on. One of the simplest of geometries in which 
to study these three-dimensional effects is a plane cascade of turbine 
airfoils. 

Background. In an earlier paper, Langston, Nice, and Hooper 
[1] gave an experimental description of the secondary or three-di
mensional flow in a large scale, low aspect ratio plane cascade of tur
bine airfoils. In their work, detailed measurements of subsonic flow 
were made at axial planes in front of, within and behind the cascade. 
The three-dimensional flow that they measured is shown schemati
cally in Fig. 1. This figure shows that at the endwall of the cascade, 
the inlet boundary layer separates and forms a horseshoe (or leading 
edge) vortex, with one leg of the vortex in one airfoil passage and the 
other leg in the adjacent passage. 

One leg merges with and becomes part of the passage vortex. Thus 
in a cascade flow, that part of the secondary flow that is called the 
passage vortex (a term first used by Herzig, et al. [2]) is an amalga
mation of one leg of the horseshoe vortex (and hence part of the inlet 
boundary layer), the crossflow from the endwall boundary layer 
formed within the cascade, and entrained fluid from the mainstream 
flow in the cascade passage. 

As shown in Fig. 1, the other leg of the horseshoe vortex which has 
been labeled the counter vortex remains in the suction surface-end-
wall corner. The counter vortex has a sense of rotation opposite to the 
passage vortex. It is much smaller than the passage vortex and may 
be dissipated by viscosity. 

The ribbon arrow representation of both vortices in Fig. 1 has been 
drawn to exaggerate the vortex rotation, in order that the sense of 
rotation of each vortex would be clearly shown. The core of the passage 
vortex studied in reference [1] approximated a Rankine vortex. A 
particle of fluid that was near the viscous-inviscid interface of the 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters, December 3,1979. Paper No. 80-GT-5. 

Rankin vortex would actually have a total gross rotation of one or two 
revolutions about the center line of the passage vortex, as it passed 
through the cascade passage. 

Crossflow Approach. While reference [1] gave an overall picture 
of the flow in a turbine cascade, it is the purpose of this paper to ex
amine the data in greater detail, in terms of a three-dimensional 
crossflow boundary layer approach. The three-dimensional boundary 
layer referred to here is on the cascade endwall, inside the cascade 
passage. Regions of the endwall flow that are near singular points or 
separation and attachment lines are excluded from consideration. 
Also, the term boundary layer is used here in the spirit of the bounded 
boundary layer defined by Horlock [3], that is, endwall effects can be 
of the order of magnitude of the passage dimensions. It will be shown 
that it was not possible to use Horlock's concept exactly. 

A bit of three-dimensional boundary layer history is in order at this 
point. Investigators have found that a convenient way to represent 
a three-dimensional boundary is to project the velocity profile onto 
two mutually perpendicular planes, one in a nominal free stream 
streamwise direction and one normal to the free stream streamwise 
direction. The latter is called the crossflow component. 

Early on it was found that for small crossflows, the streamwise 
component of a three-dimensional boundary layer could be fairly 

Stream surface 

Inlet boundary 
layer 

Passage vortex 

Counter vortex 

Endwall 
crossflow 

Fig. 1 The three-dimensional separation of a boundary layer entering a 
turbine cascade. The saddle point occurs where the vortex is formed 
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accurately represented by an equivalent two-dimensional boundary 
layer, with a velocity profile of the form 

(1) 

where re is a specified constant. 
The problem of predicting the crossflow component was treated 

by using a polar plot of the two velocity components, i.e., a plot of the 
crossflow velocity component versus the streamwise component. This 
plot in effect places an imaginary observer atop the velocity profile, 
watching the loci of the tips of the velocity vectors in the boundary 
layer below him. 

Johnston [4] was one of the first to use the polar plot, and a typical 
Johnston triangular polar plot is shown in Fig. 2(a). It is given by the 
expression 

• t a n €„ z<z* 

(2) 

where un, us and uSmt are the crossflow, streamwise, and free stream 
velocities, respectively. The region z > z+ usually accounts for 95 to 
99 percent of the boundary layer. Given values of z+ and a, equation 
(2) has been shown many times to be a good representation of small 
crossflows on flat plate geometries. Other small crossflow models are 
discussed by Nash and Patel [5]. 

An example of another type of crossflow polar plot is shown in Fig. 
2(6), This is called a crossover, crossflow plot and can represent 
crossflow in a flow that earlier in its history had been skewed in the 
opposite direction, so that un changes sign. Klinksiek and Pierce [6] 
observed this type of flow on the endwall of the second bend in an 
S-shaped duct. Both Shanebrook [7] and Eichelbrenner [8] have 
proposed various polynomial expressions to describe the crossover, 
crossflow polar plot. One form given by Eichelbrenner is a polynomial 
of the form, 

tan eu 1 + ci + C2 + . (3) 

where c\, c%... are evaluated from boundary conditions at the edge 
of the boundary layer and at the wall. Almost any kind of crossflow 
can be described by equation (3), provided that enough terms in the 
polynomial are used. 

During the 1960's a good deal of work was done in an attempt to find 
"the best" representation of a general polar plot that would apply to 
a wide range of three-dimensional boundary layers. Two conclusions 
came out of this work: 

1 In a summary of this work, Johnston [9] concluded that there is 
no general universal crossflow profile. The flow in three-dimensional 
boundary layers is dependent in each case on boundary conditions 
and flow history. 

2 As Wheeler and Johnston [10] have pointed out, without a so-

Fig. 2 Polar plots, (a) Johnston triangular; (6) crossover, crossflow 

called universal crossflow profile, three-dimensional prediction 
methods using integral techniques cannot be general enough to work 
on a variety of geometric configurations. 

This then has led to an abandonment of integral methods in favor 
of methods that use finite difference approximations to the differ
ential boundary layer equations. Examples of this latter approach are 
the work of Pratap and Spalding [11], Briley and McDonald [12], 
Dodge [13], and Ghia, et al. [14]. 

However, the crossflow boundary layer approach and the polar plot 
still provide a useful and simple picture of a three-dimensional 
boundary layer which is not conveyed by other representations. It is 
a convenient way of categorizing or "botanizing" a three-dimensional 
flow. It is very difficult to represent truly three-dimension flows, which 
if described through experimental results, may mean several thousand 
data points (as in the case of reference [1]), or if predicted, may mean 
many pages of computer printout. The polar plot provides a simple 
way of summarizing these results. 

Objectives. It is the purpose of this paper to present the crossflow 
characteristics of the endwall boundary layer of a plane turbine cas
cade. Based on a correlation of the flow angle deviation data, a new 
empirical crossflow model for endwall flow in a turbine cascade is 
presented. 

This presentation is important for the following reasons: 
1 As far as the author is aware of, there are no data available in the 

open literature that give a complete picture of the turbine cascade 
endwall boundary layer in a crossflow boundary layer format. Wa
terman and Tall [15] showed measurements of total pressure in the 
throat and exit plane of turbine nozzle cascades, but gave no velocity 
measurements. Sjolander [16] took velocity measurements in a pas
sage of a low-turning inlet guide vane annular cascade. However, all 

.Nomenclature-

a = constant in equation (5) 
bx = axial chord 
c = constant in polynomial polar plot 
cPt = total pressure coefficient, (Pto — Pt) / 

1/2PoUo2 

n = exponent in equation (1) 
P = pressure 
u = velocity 
Uo — upstream inlet velocity to cascade 
un = crossflow velocity 
us - streamwise velocity 
x = coordinate normal to cascade leading 

edge, nondimensionalized on bx 

y = coordinate parallel to cascade leading 

edge, nondimensionalized on bx 

z = coordinate prependicular to endwall, 
nondimensionalized on bx 

zo = value of z where t = 0 
z i = values of z where 6 is a minimum 
2 + = apex coordinate of Johnston triangle 

polar plot 
a = angle of inviscid portion of Johnston 

triangle polar plot 
/3i = airfoil mean camber line inlet angle, 

measured from y axis 
182 = airfoil mean camber line exit angle, 

measured from y axis 
7 = constant in equation (5) 

5 = boundary layer thickness 
e = yaw angle deviation, 6 — 8n 

d = yaw angle 
p = density 
4> = pitch angle 

Subscripts 

ms = midspan or free stream 
t = total 
x = component in x -direction 
w = wall 
0 = upstream 
1, 2 = indices 
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of his measurements were taken using a cobra probe, with no provision 
made for pitch angle variation in the flow. Carrick [17] took extensive 
measurements inside a low-turning plane cascade passage, but did 
not report his results in a way that one could make a quantitative 
assessment of the crossflow in the endwall boundary layer. Marchal 
and Sieverding [18] took detailed velocity measurements in both a 
nozzle and a rotor plane cascade. They showed secondary velocities 
and area-averaged flow angles, but they did not give complete velocity 
data. 

2 The crossflow characteristics to be presented are based on a 
survey of the entire flow field of a cascade passage. This is very im
portant, especially in internal flows. Wrong conclusions can be drawn 
if only a few traverses are made in a passage. 

3 There is more and more evidence that the endwall flow shown 
in Fig. 1 is a very general picture of turbine cascade endwall flows for 
a wide range of cascade geometries and inlet conditions. Sjolander [16] 
found a similar endwall flow at the i.d. of an annual cascade. Marchal 
and Sieverding [18] report the same flow picture for both a nozzle 
(with two different inlet boundary layers) and a rotor cascade. Carrick 
[17] got the same qualitative endwall flow, even for cases of high inlet 
boundary layer skew produced by a moving belt at the inlet of his 
cascade. The author has observed soot and ceramic coating discol
oration patterns in the nozzles of turbines in aircraft jet engines after 
many hours of operation, that suggest the same flow picture. 

Thus a case can be made here that, because of the strong favorable 
pressure gradients in turbine cascades, the endwall boundary layer 
flow is qualitatively the same over a wide range of conditions. Hence 
any crossflow models and polar plots based on cascade data can in turn 
be expected to be quite general. 

Experimental Apparatus 
Testing was conducted in a large-scale, low-speed cascade wind 

tunnel that is described in more detail in reference [1]. Measurements 
were taken at various axial locations through one of the cascade pas
sages, using conventional instrumentation that will be described in 
the following. The cascade geometry is as follows: 

Axial chord, bx = 11.08 in. (0.2813 m) 
Chord/axial chord = 1.2242 
Pitch/axial chord = 0.9555 
Aspect ratio (span/axial chord) = 0: 
Airfoil mean camber line angles 
ft = 43.99 deg 
j32 = 25.98 deg 

The airfoil sections, cascade coordinate system and measurement 
plane positions are shown in Fig. 3. All lengths shown are normalized 
on the axial chord, bx. As illustrated in Fig. 3, x = 0 is at the leading 
edge plane and y = 0 is at the trailing edge plane tangency point on 
airfoil 2. The coordinate z = 0 is in the endwall plane, with the z axis 
positive into the flow. Also shown is the yaw angle, 6, measured in xy 
planes from the x -axis. The pitch angle of the flow, <l>, defined as the 
angle between an xy plane and the local velocity vector, is taken as 
positive away from the endwall. 

Most of the flow field in the cascade was mapped by using a five-
hole probe that enabled the measurement of total pressure, static 
pressure, and velocity direction in the flow field, to within 0.1 in. (0.25 
cm) of the endwall. Details of the probe are given in reference [1]. 

Flow velocities near the endwall were measured using both a single 
sensor hot wire probe and single sensor hot film probe. The data, used 
here, will deal only with measurements taken with the hot film probe. 
These were made with a Thermo-Systems Model 1210-20 hot film 
probe that had a cylindrical sensor with a diameter of 0.002 in. (0.05 
mm) and a length of 0.040 in. (1.0 mm). The hot film was located off 
the wall by noting when electrical contact occurred between a 
downstream probe foot and a thin, very smooth layer of aluminum 
foil that covered the entire endwall for the hot film tests. Hot film 
positioning normal to the endwall was done with a micrometer drive. 
Flow measurements were taken 0.02 cm (0.008 in.) from the wall as 
measured from the hot film cylindrical sensor center line, to a suffi-

Fig. 3 Airfoil section and xy coordinate system. The z coordinate is positive 
into the plane of the page 

cient distance away from the endwall so that hot film and five-hole 
probe data overlapped. 

Test Conditions 
All tests were run with the cascade set at an inlet air angle of 44.7 

deg. The upstream inlet velocity, Uo, was 110 ft/s (33.5 m/s) corre
sponding to inlet and exit Reynolds numbers based on blade axial 
chord of 5.9 X 105 and 10 X 106, respectively. 

The characteristics of the equilibrium boundary layer entering the 
cascade were measured at a point upstream of the cascade (see ref
erence [1]) and were found to have the following values: 

Boundary layer thickness 1.3 in. (3.30 cm) 
Displacement thickness 0.148 (0.376 cm) 
Momentum thickness 0.110 (0.279 cm) 
Shape factor 1.35 
Momentum thickness Reynolds number 5338 

The values for displacement thickness, momentum thickness, and 
momentum thickness Reynolds number are slightly different from 
those given in reference [1], due to an error found after the publication 
of the latter. 

Experimental Results 
The purpose here is to show the general characteristics of the 

endwall flow downstream of the endwall saddle point and its sepa
ration lines, and unstream of the cascade passage trailing edges. This 
excludes about 5-10 percent of the passage endwall area. In this way 
the complexities of the three-dimensional flow separations occurring 
at or near these locations are avoided, so that the details of a major 
part of the endwall flow can be treated with an added degree of sim
plicity. 

Because of the large amount of data taken, only the results of flow 
measurements taken in plane 7 at an axial position of x = 0.69 (see 
Fig. 3) will be presented. Four selected spanwise traverses taken from 
the endwall to midspan at the gapwise positions of y = 0.692, 0.766, 
0.903, and 1.106, all in plane 7, will be examined in detail to illustrate 
crossflow characteristics. Since the entire flow field in front of the 
passage, at eight planes within the passage and at three planes 
downstream of the passage, was surveyed, it can be stated with con
fidence that plane 7 data are representative of the endwall boundary 
layer. Again the purpose here is to present the dominant stream wise 
and crossflow features of the endwall boundary layer. 
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Flow Field Measurements. The distribution of total loss in plane 
7 is shown in Fig. 4, as an isobar plot of the total loss coefficient, cPt. 
In this plane the observer is looking upstream, into the flow. The 
passage vortex is evidenced by the closed isobars or Bernoulli surfaces, 
near the suction surface side of the passage. As shown by the plot, the 
viscous region of endwall boundary layer is very thin. High losses 
appear on the endwall near the suction side corner where the endwall 
boundary layer separates from the endwall (at about y = 0.7) and 
where the suction surface boundary layer separates from the airfoil 
(at about z = 0.23). Also shown in Fig. 4 are the locations of the four 
spanwise traverses that will be examined in detail. These were chosen 
out of the total of 14 traverses that were made in plane 7, to show the 
characteristics of the endwall flow, (a) near the pressure surface, (6) 
near the in viscid-viscous region of the passage vortex, (c) at the 
pressure-side of the passage vortex core, and (d) at the suction-side 
of the passage vortex core. 

Figure 5 is a plot of some of the velocity vector components in plane 
7, showing the details of the secondary flow in the suction side of the 
passage. This plot was obtained by calculating the in-plane compo
nents of the measured velocity and for each spanwise probe traverse, 
vectorially subtracting the midspan component from the in-plane 
velocities of that traverse. Since the midspan static pressure distri
bution was shown in reference [1] to agree well with a two-dimensional 
potential flow calculation, the velocity vectors in Fig. 5 also show the 
deviation from potential flow. 

One can see the motion of the passage vortex in Fig. 5, with its 
center of rotation at approximately y = 0.73, z = 0.1. This closely 
coincides with the center of the closed Bernoulli surfaces in Fig. 4, and, 
although not shown here, with the location of lowest static pressure 
measured in the plane. To delinate the viscous and inviscid parts of 
the vortex, the isobar cPt = 0.1 from Fig. 4 has been replotted in Fig. 
5. It can be seen from the velocity vectors and the isobar that the 
passage vortex in plane 7 has the features of a distorted Rankine 
vortex. Part of this distortion is due to the fact that plane 7 is not a 
Trefftz plane. Also shown in Fig. 5 are the locations of three of the four 
traverses that will be treated below. 

Velocity Profiles. Figure 6 shows a plot of the normal and 
streamwise velocity distributions at each of the four selected traverses 
in plane 7. Normal velocities are taken as positive towards the suction 
side. The data shown closest to the wall for values less than z = 0.01, 
are taken from the hot film measurements. For each spanwise traverse 
shown in Fig. 6, the free stream velocity magnitude and direction is 
taken as the midspan velocity, uSms. The values of the midspan ve
locities and their associated yaw angles are listed in Table 1, so that 
the normalized velocities in Fig. 6 can be converted and compared in 
absolute values to one another. 

As shown by the secondary flow velocity vectors in Fig. 5, the 
crossflow is smallest in the pressure side of the passage, and this is also 
shown in Fig. 6(a) for a position close to the pressure side. The 
crossflow profile in Fig. 6(a) is typical of small crossflows of the 
Johnston-triangular plot variety discussed in the introduction. The 
streamwise profile shown in Fig. 6(a) shows a decrease in velocity at 
about z = 0.04. However, this is not a true indication of a boundary 
layer thickness, since no change in total pressure was measured, even 
for the closest 5-hole probe position at z - 0.01. This was true for 
much of the endwall on the pressure side of the passage, i.e., that the 
viscous boundary layer was very thin. 

Both of the crossflow profiles in Figs. 6(6) and 6(c) exhibit the 
presence of the passage vortex, and each show a crossover crossflow 
profile, i.e., in addition to the endwall crossflow toward the suction 
side, there is a return flow toward the pressure side. These have the 
same shape as some of the crossover, crossflow profiles measured by 
Klinksiek and Pierce [6], mentioned earlier. 

When the streamwise velocity profiles in Figs. 6(a) and 6(b) are 
compared, one is tempted to say that there is a thickening of the 
endwall boundary layer as the suction side is approached, since us 

seems to show conventional boundary layer behavior at about z = 0.08 
in Fig. 6(b) as opposed to z = 0.04 in Fig. 6(a). However, it would be 
incorrect to use two-dimensional boundary layer concepts for the data 
shown in Fig. 6(b). The total pressure-results at this gapwise position 
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Fig. 5 Secondary flow velocity vectors in plane 7, near suction side. Loss 
contour cPl = 0.1 is shown for the passage vortex. 

(see Fig. 4) show that total pressure is not a monotonic function of 
distance away from the wall, due to the passage vortex. The stream-
wise velocity profiles in Fig. 6(c) also clearly shows the effect of the 
passage vortex and certainly could not be modeled by a two-dimen
sional equilibrium boundary layer profile, such as given by equation 
(1). 

The velocity profiles that are typical of the region in the suction side 
of the passage vortex core are shown in Fig. 6(d). No hot film data were 
taken at this position because of their proximity to the passage vortex 
separation line in the suction side-endwall corner. In this region the 
flow near the endwall had high pitch angles, and, since the hot film 
could only be traversed in a spanwise direction, hot film measure
ments would have been inaccurate. Again, the streamwise profile is 
far from a two-dimensional flow. When compared to Figs. 6(b) and 
6(c) the crossflow profile on the suction side of the vortex shows 
smaller positive crossflows, as the endwall flow approaches separa
tion. 

The data presented in Fig. 6 represent measurements of the mean 
flow field only. As was stated in reference [1], turbulence intensity 
measurements were taken, but due to the extreme thinness of the 
endwall boundary layer, it was not possible to ascertain its state, i.e., 
whether it was laminar or turbulent. All that could be said was that 
there was a rise in turbulence intensity as the wall was approached. 
Also, any hot film or hot wire measurements made near a separation 
line or near the core of the passage vortex showed a sharp rise in in
tensity values over free stream values. 
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Yaw Angle Deviation. The yaw angle deviation, e, is an impor
tant variable in three-dimensional boundary layers, because e de
termines the relationship between the streamwise velocity and the 
normal velocity, i.e., 

tan e. (4) 

The yaw angle deviation for each of the four traverses in plane 7 is 
shown in Fig. 7 as a function of normalized distance from the endwali, 
2. The absolute yaw angles can be calculated from these plots by using 
the midspan absolute yaw angles listed in Table 1. The angles were 
measured with the five-hole probe nulled in yaw, and with the hot film 
by noting the yaw angle at which velocity was a maximum. Positive 
values of e represent flow towards the suction side of the passage. 

The limiting streamline or wall angles shown at z = 0 in Fig. 7 were 
calculated by carefully extrapolating the hot film angle measurements 
to z = 0, on a separate, large-scale plot. The possible underprediction 
of the limiting streamline angle by using this extrapolation method 
has been pointed out by Johnston [9]. However it was felt that this 
method was adequate for the present study for the following rea
sons: 

1 Considering the scale of the channel, hot film measurements were 
taken very close to the endwali, to within 0.02 cm (0.008 in.), closer 
than the case that Johnston cited to prove his point. 

2 Endwali flow visualization.measurements were made using ink 
injected onto the endwali (see reference [1]). However it was felt that 
ink traces tended to give lower values of e, whenever the skew was high, 
due to higher inertia forces on the ink droplet. Values of wall angles 
measured from the ink traces are given in Table 1, and it can be seen 
that they are lower than those obtained by extrapolation. 

Figure 7(a) shows the yaw angle deviation for y = 1.106, the position 
nearest the pressure side, where the crossflow is small. Figures 7(b) 
and 7(c) show the deviation for positions closer to and to the right of 
the passage vortex center line. Both show a typical crossover crossflow 
behavior. The yaw angle deviation for the position to the left of the 
passage vortex center line in Fig. 7(d) shows a similar behavior, except 
that near the wall, the values of e start to decrease, possibly because 
of its close proximity to the suction side endwali separation line. No 
wall value was calculated for Fig. 7(d) since no hot film data were 
taken at this position because ofthe high pitch angles. 

The yaw angle deviations shown in Fig. 7 are representative of the 
endwali flow in the passage. An examination of all of the yaw angle 
deviation data showed that the qualitative behavior ofthe yaw angle 
deviation could be correlated by a single equation, 

e = (ew- az)e-y* (5) 

where ew—wall value of e 
a—crossover crossflow coefficient 
7—crossflow strength coefficient 
z—nondimensional distance from the endwali 

Also, 6 is defined in the interval —ir/2 < e < 7r/2, since values outside 
of this interval Would signify three-dimensional separation. 
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Fig. 6 Streamwise and crossflow velocities in plane 7 at four traverse lo
cations, as a function distance from the endwali 

Table 1 Midspan values and equation (5) constants 
for four traverses in plane 7, x = 0.758 
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Fig. 7 The yaw angle deviation as a function of distance from the endwali for four traverse locations in plane 7 

Equation (5) is plotted in Figs. 7(a), 7(6) and 7(c). It is not plotted 
in Fig. 7(d) because it was found to be inadequate to describe regions 
of the flow that were near the separation line. The crossover, crossflow 
coefficient, a, was calculated from equation (5) at the point 6 = 0, 

reasonably qualitative way. Taking the limit as z gets large in equation 
(5) and using L'Hospital's rule yields 

lim •0 (9) 

(6) 
zo 

where zo is the value of z where e = 0. In the case of Fig. 7(a) (the case 
of simple crossflow) this occurred essentially at z ->- <*>, so that from 
(6), a = 0 for this case. For the case of Figs. 7(6) and 7(c), where there 
is a cross-over crossflow profile, the values are given in Table 1. 

The crossflow strength coefficient was evaluated at the point where 
the data showed a minimum value of 6, i.e., where 

This condition of zero crossflow at large values of z is seen to be in 
good agreement with the data at the midspan value of z = 0.5. One 
could also speculate that equation (5) might provide a better quan-
titaive fit of the data for the case of a higher aspect ratio passage, 
rather than the rather low aspect ratio passage of this study. 

Equation (5) also yields a constantly turning velocity vector, right 
down to the wall; that is, from equation (5) 

d_6 

dz 
-(a + yew), (10) 

dz 
Oatz = zi. (7) 

The combination of equations (5) and (7) gives an expression for y, 

(8) 
021 — £w 

For the data shown in Fig. 7(a), where e decreases monotonically with 
increasing z, y was calculated by using equation (5) and the value 
given by the data at z = 0.1. Values of 7 are listed in Table 1. 

With three experimentally determined constants in equation (5), 
there are other ways that the data in Fig. 7 could have been fitted. As 
it is, equation (5) described the data in Figs. 7(a), 7(b) and 7(c) in a 

which is what the data presented in Figs. 7(a), 7(b), and 7(c) seem to 
indicate. 

Polar Plots. The polar plots that represent the endwali flow 
(except near regions of three-dimensional separation) in the passage 
are shown in Fig. 8. In this figure the data points have been connected 
by straight line segments to show the data point sequence. Thus the 
angle of the line connecting the origin and the nearest data point 
should not be interpreted as representing the wall angle, ew. 

Figure 8(a) shows the polar plot for the transverse position near 
the pressure side of the passage. As was seen in Fig. 6(a), the crossflows 
are small in this region, and the plot in Fig. 8(a) exhibits a typical 
Johnston triangular polar plot type of behavior, given by equation 
(1). 
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The polar plots in Figs. 8(b), 8(c) and 8(d) exhibit crossover, 
crossflow behavior. In these regions closer to the suction side of the 
passage the flow is strongly affected by the passage vortex. All exhibit 
a "hooked" shape. This is characteristic of a traverse made through 
some part of a vortex, i.e., there is crossflow in both directions. Positive 
values on the polar plot indicate flow towards the suction side of the 
passage. 
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Fig. 8 Polar velocity plots for four traverse locations in plane 7 

Figures 8(6) and 8(c) show traverses made to the right of the vortex 
center and they both show a "backward hooked" behavior. That is, 
for each of these traverse positions, the flow represented by the 
hooked region is accelerated relative to the midspan velocity at tha t 
gap position. In both of these plots the hot film velocity values at the 
apex of the polar plot (i.e., the region of highest positive crossflow 
velocity) show that the viscous region of the endwall boundary layer 
is very close to the wall. 

Figure 8(d) shows the polar plot for the traverse position close to 
the endwall separation line and to the left of the passage vortex center, 
as viewed in Fig. 5. As was stated earlier, no hot film data were taken 
at this position. This polar plot shows that flow has been decelerated 
relative to midspan. This type of behavior could be called a "forward 
hooked" polar plot. 

Discussion 
Combining equations (4) and (5) yields an expression for the 

crossflow in terms of the streamwise flow, 

us 

tan[(ell> - az)e yz] (11) 

This expression qualitatively describes the two types of polar plots 
found in this study of the endwall flow. These are shown in the sketch 
shown in Fig. 9. 

For values of a = 0, ew > 0 and y > 0, Fig. 9(a) shows the John
ston-like polar plot that equation (11) would yield for crossflow near 
the pressure side of the passage, i.e., the region of small crossflow, 
furthest away from the influence of the passage vortex. For values of 
a > 0, ew > 0 and y > 0, equation (11) yields the crossover polar plots 
shown in Figs. 9(b) and 9(c), for the suction side of the passage, where 
the passage vortex is dominant. Figure 9(b) typifies the pressure side 
of the passage vortex, while Fig. 9(c) typifies the suction side of the 
vortex. 

Fig. 9 (a) 

Fig. 9 (c) 

Fig. 9 Polar plots for crossflow in a turbine cascade given by equation 
(11) 
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It should be stated here that equation (11) is simply a correlation 
of the crossflow data of this study. The range of the constants a, ew, 
and 7 given in Table 1 is typical of the rest of the endwall data con
sidered, and since equation (11) is a qualitative rather than a quan
titative correlation of this very complicated, low aspect ratio endwall 
flow, there is no need to list additional values of these constants. 
Equation (11) has three experimentally determined constants, and, 
as such, is no more general than, say, a third-degree polynomial pro
posed by Eichelbrenner [8], given by equation (3). Also, as pointed 
out in the section on velocity profiles, no simple two-dimensional 
approximation could be made for us, the streamwise component of 
velocity, so that equation (11) cannot be used in a predictive fashion 
without knowledge of the spanwise variation of us. 

However, equation (11) does qualitatively correlate the crossflow 
aspect of the endwall flow, something that Klinksiek and Pierce [6] 
were unable to do with the polar plot polynomial models of Shane-
brook [7] and Eichelbrenner [8] (equation (3)) for their flow in an 
S-shaped duct. It is felt that this correlation of the endwall flow in a 
turbine passage is valuable, given that the endwall flow seems always 
to have the same character over a wide range of conditions, as was 
brought out in the introduction of this paper. 

This correlation can provide a check of other data and analytical 
models of endwall flow. For instance, in one of the first attempts to 
do a turbine endwall boundary layer analysis, Dring [19] used an in
tegral boundary layer approach. Booth [20] later extended this 
analysis to include the effects of compressibility and heat transfer. 
Both of these analyses used a small crossflow model, i.e., Fig. 9(a), with 
a = 0 in equation (11). The predicted losses that they reported were 
well below measured values. It is suggested here that one factor con
tributing to this discrepancy was caused by not using a crossflow 
model that included the case of a > 0. (Figs. 9(6) and 9(c)). 

Another area in which equation (11) would be useful is in the 
evaluation of duct flows that are used to simulate flow in a turbine 
cascade. Because of the simpler geometry of a duct, it is frequently 
used for this purpose (see Barber and Langston [21]). For instance, 
the integral method models of Dring and Booth are duct flow models, 
as well as the more recent finite difference analyses of Briley and 
McDonald [12], and Dodge [13]. One of the most extensive experi
mental duct flow studies done to simulate flow in the turbine nozzle 
passage was carried out by Stanitz [22]. Had these investigators re
ported their data in a crossflow format (which they did not), the duct 
flow polar plots (and ranges of a, y, and ew) could have been compared 
to those given here. 

Some of the features of the endwall flow presented here are shared 
by the bounded boundary layer model proposed by Horlock [3]. By 
using the secondary flow model of Mellor and Wood [23], Horlock was 
able to derive gap-averaged expressions for the crossflow velocity in 
a turning passage. He was able to calculate a polar plot similar to that 
shown in Fig. 8(d) and to obtain a gap-averaged yaw angle deviation 
similar to Figs. 7(6) and 7(c). 

No direct comparison could be made to his model because one of 
the key assumptions made was that the boundary layer thickness 
(defined as the point where total pressure begins to decrease) was of 
the same order as the passage width. This was not the case in the 
present study where, as has been shown, the actual endwall boundary 
layer (using Horlock's definition), was very much smaller than any 
passage dimension. Also, as he pointed out, the analysis was for small 
turning where the rotation of Bernoulli surfaces was not large, which 
was not the case for the data presented here. In addition, the cases 
that he calculated were for a large aspect ratio passage, while the 
present study is for a relatively low aspect ratio. 

One other point that can be made here is the need for complete 
measurement surveys of a cascade passage or a duct when three-
dimensional boundary layer measurements are made. In their mea
surements of the endwall boundary layer on the second bend of an 
S-shaped duct, Klinksiek and Pierce [6] obtained crossover, crossflow 
polar plots similar to Figs. 9(6), 8(6), and 8(c). The skewing that they 
reported was less than in the present study, but this is to be expected, 
since secondary flows in ducts are in general lower in magnitude than 
in a cascade of the same turning (see reference [21]). They explained 
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their results using external flow boundary layer arguments to account 
for the phenomenon of flow reversal in the endwall boundary layer 
of the second duct, with simultaneous skewing occurring in two lateral 
directions. Their measurements were taken along the center line of 
the duct, only. 

It is suggested here that what they observed in the second duct was 
actually the passage vortex of the first duct, and that, in internal flows, 
the occurrence of a crossover, crossflow profile signals the presence 
of a vortex. The flow visualization studies of Herzig, et al. [2] in tan
dem cascades support this view. Their work shows that the passage 
vortex of the upstream cascade passed through the downstream cas
cade (corresponding to the second bend of Klinksiek and Pierce) 
completely intact, and showed a high resistance to being turned by 
the second cascade. Had Klinksiek and Pierce taken more extensive 
measurements in their duct, this question might have been an
swered. 

S u m m a r y a n d Conc lus ions 
In this paper features of the endwall flow in a plane turbine cascade 

were examined in detail, using a crossflow boundary layer approach. 
Regions of the endwall that were near areas of three-dimensional 
separation were excluded. The following was concluded: 

1 The endwall boundary layer region is characterized by small 
crossflows near the pressure side of the passage and large crossflows 
near the suction side. Extensive crossflows occur in inviscid parts of 
the flow and make the usual definition of a boundary layer difficult 
to apply. The actual portion of the flow that was effected by viscous 
forces near the endwall, was very thin and was characterized by the 
highest values of crossflow velocity and yaw angle deviation. 

2 The crossflow data showed a Johnston triangular polar plot be
havior near the pressure side and a crossover crossflow polar plot 
behavior in the suction side of the passage. The streamwise flow was 
found to be not similar to a two-dimensional boundary layer flow. 

3 The qualitative behavior of the endwall crossflow was found to 
be correlated by a relatively simple expression ^equation (11)). This 
expression for crossflow requires knowledge of the streamwise ve
locity, and three experimentally determined constants that specify 
the limiting streamline angle (ew), the relative crossflow strength (7), 
and the extent of reverse crossflow (a). Ranges of these constants have 
been given. 

One final conclusion of this paper is that further experimental work 
in high aspect ratio passages with smaller and simpler crossflows is 
needed, to evaluate how accurate the crossflow model presented is, 
in a quantitative sense. 

Acknowledgments 
The author wishes to express his gratitude to M. L. Nice for the 

many discussions that were held on this work and to R. M. Hooper 
for his spirited efforts in the experimental work. The experimental 
work reported here was supported by Pratt and Whitney Aircraft, 
Commercial Products Division. 

References 
1 Langston, L. S., Nice, M. L., and Hooper, R. M., "Three-Dimensional 

Plow Within a Turbine Cascade Passage," ASME JOURNAL OP ENGINEERING 
FOR POWER, Vol. 99, Jan. 1977, pp. 21-28. 

2 Herzig, H. Z., Hansen, A. G., and Costello, G. R., "A Visualization Study 
of Secondary Flows in Cascades," NACA Report 1163,1953. 

3 Horlock, J. H., "Cross Flows in Bounded Three-Dimensional Turbulent 
Boundary Layers," Journal of Mechanical Engineering Science, Vol. 15, No. 
4,1973, pp. 274-284. 

4 Johnston, J. P., "On the Three-Dimensional Turbulent Boundary Layer 
Generated by Secondary Flow," ASME Journal of Basic Engineering, Vol. 82, 
1960, pp. 233-248. 

5 Nash, J. F. and Patel, V. C, Three-Dimensional Turbulent Boundary 
Layers, SBC Technical Books, Atlanta, 1972. 

6 Klinksiek, W. F. and Pierce, F. J., "Simultaneous Lateral Skewing in 
a Three-Dimensional Turbulent Layer Flow," ASME Journal of Basic Engi
neering, Vol. 92, 1970, pp. 83-92. 

7 Shanebrook, J. R., "An Approximate Method of Treating the Three-
Dimensional Incompressible Boundary Layer Equations when Crossflow is 
Small," Ph.D. Thesis, Syracuse University, Sept. 1965. 

8 Eichelbrenner, E. A., "Theoretical Investigation and Control by Mea
suring Tests on the Behavior of the Three-Dimensional Turbulent Boundary 

OCTOBER 1980, VOL. 102 / 873 

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Layer on an Annular Wing at Various Incidences," Bureau Technique Zbo-
rowski, Brunoy, 1963. 

9 Johnston, J. P., "Experimental Studies in Three-Dimensional Turbulent 
Boundary Layers," Report MD-34, Dept. of Mechanical Engineering, Stanford 
University, July 1976. 

10 Wheeler, A. J., and Johnston. J. P., "An Assessment of Three-Dimen
sional Turbulent Boundary Layer Prediction Methods," ASME Journal of 
Fluids Engineering, Sept. 1973, pp. 415-421. 

11 Pratap, V. S., and Spalding, D. B., "Fluid Flow and Heat Transfer in 
Three-Dimensional Duct Flows," International Journal of Heat and Mass 
Transfer, 19, 1976, pp. 1183-1188. 

12 Briley, W. R., and McDonald, H., "Computation of Three-Dimensional 
Subsonic Flow in Curved Passages," United Aircraft Research Laboratory 
Report R75-911596-8,1975. 

13 Dodge, P. R., "A Numerical Method for Two and Three-Dimensional 
Viscous Flows," AIAA Paper No. 76-425, AIAA 9th Plasma and Fluid Dynamics 
Conf., San Diego, CA, 1976. 

14 Ghia, K. N., Ghia, V., and Studerus, C. J., "Analytical Formulation of 
Three-Dimensional Laminar Viscous Flow through Turbine Cascades using 
Surface Oriented Coordinates," ASME Paper No. 76-EE-22,1976. 

15 Waterman, W. F., and Tall, W. A., "Measurement and Prediction of 3-D 
Viscous Flows in Low-Aspect-Ratio Turbine Nozzle," ASME Paper No. 76-

GT-73,1976. 
16 Sjolander, S. A., "The Endwall Boundary Layer in an Annular Cascade 

of Turbine Nozzle Guide Vanes," Tech. Report No. ME/A 75-4, Dept. Mech./ 
Aero. Engr., Carleton University, Ottawa, Canada, Dec. 1975.. 

17 Carrick, H. B., "Secondary Flow and Losses in Turbine Cascades with 
Inlet Skew," Ph.D. Thesis, Cambridge University, Oct. 1975. 

18 Marchal, Ph., and Sieverding, C. H., "Secondary Flow within Turbine 
Bladings," AGARD-CPP-214 (Netherlands), Secondary Flow in Turboma-
chines, Mar. 1977. 

19 Dring, R. P., "A Momentum-Integral Analysis of the Three-Dimensional 
Turbine Endwall Boundary Layer," ASME JOURNAL OF ENGINEERING FOR 
POWER, Vol. 93, Oct. 1971, pp. 386-396. 

20 Booth, T. C.,"An Analysisof the Turbine Endwall Boundary Layer and 
Aerodynamic Losses," ASME Paper No. 75-GT-23, Mar. 1975. 

21 Barber, T. J., and Langston, L. S., "Three Dimensional Modelling of 
Cascade Flows," 79-0047 AIAA, Jan. 1979. 

22 Stanitz, J. D., Osborn, W. M., and Mizisin, J., "An Experimental In
vestigation of Secondary Flow in an Accelerating, Rectangular Elbow with 90° 
of Turning," NACA TN 3015,1953. 

23 Mellor, G. L., and Wood, G. M., "An Axial Compressor End-Wall 
Boundary Layer Theory," ASME Journal of Basic Engineering, June 1971, 
pp. 300-316. 

874 / VOL. 102, OCTOBER 1980 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. Reid 
R. D. Moore 

Lewis Research Center, 
Cleveland, Ohio 

Experimental Study of Low Aspect 
Ratio Compressor Blading 

Introduction 
The attainment of improved cycle efficiency for advanced gas 

tubine engines requires increased pressure ratios for the core com
pressor. During the past few years NASA-Lewis has been conducting 
an extensive research program on axial flow compressors with high 
pressure ratio transonic stages. As a part of this program, four sin
gle-stage compressors, that are representative of the inlet stage of a 
multistage core compressor, were designed and evaluated experi
mentally. 

The stage designs feature two levels of rotor aspect ratio (1.19 and 
1.63) and two levels of pressure ratio (1.82 and 2.05). The aerodynamic 
designs as well as the comparisons of overall performance data for the 
four stages are given in reference [1]. This paper presents a more de
tailed investigation of the flow phenomena for the four stages utilizing 
selected blade element parameters. Comparisons of blade element 
parameters are presented for the two different aspect ratio configu
rations at each of the design pressure ratio levels. Blade loading levels 
(diffusion factors) are compared for the near-stall conditions at all 
speeds tested. Comparisons are made of loss and diffusion factors 
(D- factors) over the operating range of incidence angles at several 
span locations. The axial distributions of rotor tip static pressure are 
presented for three flow conditions at design speed for all four 
stages. 

Apparatus and Procedure 
Test Facility. The compressor stages were tested in the Lewis 

Research Center single stage compressor test facility, which is de
scribed in detail in reference [2]. A schematic diagram of the facility 
is shown in Fig. 1. Atmospheric air enters the facility at an inlet located 
on the roof of the building and flows through the flow-measuring or
ifice and into the plenum chamber upstream of the test stage. The air 
then passes through the experimental compressor stage into the col
lector and is exhausted to the atmospheric exhaust system. The rotor 
is driven by a variable-speed electric motor through a gearbox. 

Test Compressors. The detailed aerodynamic and mechanical 
designs of the compressors used in this investigation are presented 
in reference [1] and thus only a brief description will be presented 
herein. The basic designs feature two levels of stage pressure ratio, 
two levels of rotor aspect ratio, and two levels of stator aspect ratio. 
The designs are summarized in Table 1. Stages 35 and 36, having a 
design pressure ratio of 1.82, were designed for rotor blade aspect 
ratios of 1.19 and 1.63, respectively. Similarly, stages 37 and 38, having 
a design pressure ratio of 2.05, also had rotor blade aspect ratios of 
1.19 and 1.63, respectively. Stator vane aspect ratios were 1.26 and 
1.78. All of the rotor and stator blades have multiple circular arc air
foils. Careful positioning of the blade rows allowed all four stages to 
be tested with the same flow path geometry (Fig. 2). The design spe-

Contributed by the Gas Turbine Division and presented at The Gas Tur
bine Conference and Products Show, New Orleans, La., March 10-13, 1980 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript re
ceived at ASME Headquarters December 3,1979. Paper No. 80-GT-6. 

cific flow (100.1 kg/s/cm2) and rotor tip speed (455.0 m/s) were the 
same for all four stages. These are relatively high values of mass flow 
and tip speed for core type stages. 

Test Procedure. The stage survey data were taken over a range 
of flows for speeds from 50 to 100 percent of design speed. For each 
flow, data were recorded at nine radial positions upstream (station 
1) and downstream (station 3) of the test stage. At station 3, the in
strumentation was also circumferentially traversed to nine positions 
across the stator gap. The axial locations of the survey stations are 
shown in Fig. 2. The survey measurements consisted of total pressure, 
static pressure, total temperature, and flow angle. Flow was measured 
with a thin plate orifice. A more complete description of the survey 
instrumentation and test procedure is given in reference [1]. 

The estimated errors in the data, based on inherent accuracies of 
the instrumentation and recording system, are as follows: 
Flow, kg/s ±0.3 
Rotative speed, rpm . ±30 
Flow angle, deg ±1.0 
Temperature, K ±0.6 
Rotor-inlet (station 1) total pressure, N/cm2 ±0.01 
Rotor-inlet (station 1) static pressure, N/cm2 ±0.03 
Stator-outlet (station 3) total pressure, N/cm2 ±0.17 
Stator-outlet (station 3) static pressure, N/cm2 ±0.10 

Calculation Procedure. Because of the close spacing between 
the rotor and stator, no instrumentation could be used at station 2 (see 
Fig. 2). The values of pressure, temperature, and flow angle at this 
station were obtained as follows: At each radial survey position, total 
pressure and total temperature were translated along design 
streamline from station 3. The circumferentially mass-averaged total 
temperatures from station 3 were used as the total temperatures at 
station 2. The arithmetic mean of the three highest total pressure 
values from the circumferential distributions at station 3 were used 
as the total pressures at station 2. The radial distributions of static 
pressure and flow angle were calculated based on continuity of mass 
flow and radial equilibrium. Measured airflow and rotative speed were 
inputs. Design values of streamline curvature and blockages were also 
used in the calculations. 

All data are corrected to standard day conditions based on the rotor 
inlet conditions. Overall total pressure ratios and total temperature 
ratios are based on an energy average of the pressures and tempera
tures obtained from the calibrated survey instrumentation. Blade 
element data are translated along design streamlines to the blade 
leading and trailing edges. Details of the calculation procedure are 
given in reference [1]. 

Results and Discussion 
An assessment of the effects of blade aspect ratio is made by com

paring some of the basic flow phenomenon for the two aspect ratio 
configurations for each level of design pressure ratio. The overall 
performance comparisons are presented to show the overall effects 
of blade aspect ratio on the performance characteristics. Radial dis-
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Table 1 Design overall performance param
eters for stages 35, 36, 37 and 38 

Paramete rs 

Rotor total p ressure ratio 

Stage total pressure ratio 

Rotor total temperature ratio 

Stage total temperature ratio 

Rotor adiabatic efficiency 

Stage adiabatic efficiency 

Rotor polytroplc efficiency 

Stage polytropic efficiency 

Rotor head r ise coefficient 

Stage head r ise coefficient 

Flow coefficient 

Weight flow per unit frontal area 

Weight flow per unit annulus area 

Weight flow 

RPW 

Tip speed 

Hub-tip radius ratio 

Rotor aspect ratio 

Stator aspect ratio 
Number of rotor blades 

Number of stator blades 

35 

• 1.865 

1.820 

1.225 

1.225 

0.865 

0.828 

0.877 

0.842 

0.27 3 

0.262 

0.451 

100.808 

199.989 

20.188 

17 188.700 

454.456 

0.70 

1.19 

1.26 

36.6 

46.0 

Stage 

36 

1.863 

1.820 

1.227 

1.227 

0.858 
0.822 

0.870 

0.837 

0.272 

0.261 

0.447 

100.464 

198.640 

20.188 

17 188.700 

455.233 

0.70 

1.63 

1.78 

48.0 

62.0 

37 

2.106 

2.050 

1.270 

1.270 
0.877 

0.842 

0.889 

0.857 

0.333 

0.319 

0.453 

100.950 

200.549 

20.188 

17 185.700 

454.136 

0.70 
1.19 

1.26 

36.0 

46.0 

38 

2.105 

2.050 

1.269 

1.269 

0.878 

0.844 

0.890 

0.859 

0.331 

0.318 

0.448 

100.525 

198.877 

20.188 

17 188.700 

455.096 

0.70 
1.63 

1.77 

48.0 

62.0 

tributions of performance parameters are compared for the peak ef
ficiency conditions at design speed to show how the difference in 
overall performance manifests itself over the blade span. Rotor tip 
and stator hub diffusion factors for the four stages are compared for 
the near-stall conditions over the entire speed range. This comparison 
is made in an attempt to determine which blade row is controlling the 
flow range and to assess the effects of blade aspect ratio on blade 
loading limits. Blade element performance comparisons are made to 
assess the effects of blade aspect ratio on typical blade element pa
rameters over a range of flow conditions. Axial distribution of rotor 
tip static pressures are presented at design speed to assess the effect 
of blade aspect ratio on end wall flow conditions when shocks are 
present. 

Overall Performance Comparisons. The effects of aspect ratio 
on overall performance are presented in Fig. 3. For both design 
pressure ratio levels, the overall rotor and stage performances for the 
lower aspect ratio configurations are substantially better than those 
for the higher aspect ratio configurations. The lower aspect ratio 
configurations achieved a higher peak pressure ratio and efficiency 
and a larger flow range over the range of speeds tested. The largest 
increase in flow range occurred at the design speed. 

For the higher design pressure ratio configurations the peak rotor 
efficiency, at design speed, for the lower aspect ratio configuration 
(stage 37) is about 2.5 points higher than that for the higher aspect 
ratio configuration (Fig. 3(a)). However, the difference in stage effi
ciency is about one point. 

Similar trends are shown for the lower design pressure ratio con
figurations (Fig. 3(6)). At design speed, the peak efficiency for both 
rotor and stage is approximately 2 points higher for the lower aspect 
ratio configuration. 

The highest overall rotor and stage efficiencies were obtained with 
the lower aspect ratio higher-pressure configuration (stage 37) and 
they occurred at 90 percent design speed. The maximum rotor and 
stage efficiencies are 91.6 percent and 89.3 percent, respectively. The 
corresponding pressure ratios are 1.775 and 1.751. 

The peak efficiencies at design speed along with the corresponding 
pressure ratios for rotor and stage for all four configurations are 
summarized in Table 2. Also shown are the values of stall margin 
based on conditions at peak efficiency and stall. 

Radial Distr ibut ions of Performance Paramete r s . Compari
sons of the radial distributions of rotor performance parameters, for 
the peak rotor efficiency at design speed, are presented in Fig. 4. Some 

-Nomenclature-

D = diffusion factor 
iss = suction surface incidence angle, angle 

between inlet air direction and line tangent 
to blade suction surface at the leading edge, 
deg 

Kss = angle between a line tangent to blade 
suction surface and meridional direction, 
deg 

M = Mach number 
P = total pressure, N/cm2 

p = static pressure, N/cm2 

r = spanwise radius in meridional plane, 
cm 

T = total temperature, K 
W = mass flow, kg/s 

V = air velocity, m/s 

/? = air angle, angle between air velocity and 
meridional direction, deg 

|S'C = relative meridional flow angle based on 
cone angle, deg 

y = ratio of specific heats, 1.40 

& = ratio of pressure to standard day pres
sure 

n = efficiency 
6 - ratio of total temperature to standard day 

temperature 
a = solidity, ratio of chord to blade spacing 
c3 = total loss coefficient 
ton = total loss parameter 

Subscr ip ts 

ad = adiabatic 
id = ideal 
le - leading edge 
te = trailing edge 
6 = tangential direction 
1 = instrument station upstream of rotor 
2 = calculation station downstream of rotor 
3 = instrument station downstream of 

stator 

Superscr ip t 

' = relative to blade 
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Fig. 1 Compressor test facility 

STATION: 1 2 3 

e 0 

Flow path coordinates 

(a) STAGES 35 AND 37. 

Inner 

Axial 
distance, 

cm 

-22.860 
-15.400 

-7.620 
-2.568 
0.00 
1.854 
4.137 
4.859 
6.566 
8.890 

10.640 
12.700 
15.400 

Radius, 
cm 

17.526 
17.526 
17.526 
17.539 
17.780 
18.255 
18.714 
18.821 
19.035 
19.279 
19.380 
19.431 
19.431 

Outer 

Axial 
distance, 

cm 

-22.860 
-15.400 
-7.620 
-2.568 
0.00 

.632 
1.854 
1.974 
3.282 
4.445 
4.859 
6.538 
8.628 
8.890 

10.640 
12.700 
15.400 

Radius, 
cm 

25.654 
25.654 
25.654 
25.643 
25.400 
25.247 
24.925 
24.882 
24.511 
24.285 
24.232 
24.145 
24.011 
23.993 
23.851 
23.749 
23.749 

-20 -10 0 10 
AXIAL DISTANCE FROM ROTOR-BLADE • 

HUB-LEADING EDGE, cm 

20 

(b) STAGES 36 AND 38. 
Fig. 2 Flow path geometry 

general trends common to both aspect ratio configurations, are noted. 
The radial distributions of total pressure ratio are similar for all four 
rotors. The highest pressure ratio and efficiency occurred in the hub 
region. For both levels of design pressure ratio, the lower aspect ratio 
rotors (35 and 37) achieved higher efficiencies and higher pressure 
ratios over practically the entire blade span. The radial distribution 

of rotor inlet relative Mach number is practically identical for all four 
configurations. The rotor inlet relative Mach numbers are supersonic 
over the entire span and the exit relative Mach numbers (not shown) 
are subsonic over the entire blade span. It is apparent that the dis
tributions of efficiency and total loss parameters are strongly in
fluenced by the shock losses. 
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20 22 

In comparing the lower design pressure ratio configurations (Fig. 
4(a)), the efficiency difference is most pronounced in the region from 
30 to 85 percent span. There is a noticeable inflection in the efficiency 
distributions at the 50-percent span location for both rotors. This 
could be a result of large shock losses associated, with the high inlet 
relative Mach (1.4) and high blade loading for this span wise location. 
For the lower aspect ratio rotor (rotor 35), the efficiency varies from 
about 0.80 in the tip region to 0.927 at the 85-percent span location. 
For the higher aspect ratio rotor (rotor 36), the efficiency varies from 
about 0.79 in the tip region to 0.902 at the 85-percent span location. 
In comparing the higher design pressure ratio rotors (rotors 37 and 
38), the efficiency for the lower aspect ratio rotor (rotor 37) varies from 
about 0.77 in the tip region to 0.938 at the 85-percent span location. 
For the higher aspect ratio rotor, the efficiency varies from 0.76 in the 
tip region to 0.904 at the 85-percent span location. 

Effects of Aspect Ratio on Stall D-Factor. Although the dif
fusion factor (D-factor) was developed to represent blade loading in 
a flow field that is totally subsonic, it is commonly used to correlate 
data from blade rows that operate in a transonic flow field. For flows 
with shocks, it is recognized that the diffusion factor is questionable 
for expressing local diffusion (blade loading) on the blade surfaces. 
However, D-factor has been used with some success in correlating 
losses and stall margin for transonic blade rows. This indicates that 
comparative results utilizing D- factor correlations for transonic blade 
rows can be useful when applied in a consistent manner. This section 
shows, on a relative basis, how the D- factors for the near-stall con-

Table 2 Summary of overall performance 

Stage 

number 

37 

35 

36 

38 

Rotor 
aspect 

ratio 

1.19 

1.19 
1.63 
1.63 

Rotor 
peak 

efficiency 

0.876 
.872 
.852 

.849 

Stage 
peak 

efficiency 

0.840 
.845 
.821 

.831 

Rotor 
pressure 

ratio 

2.056 
1.875 

1.766 
1.969 

. Stage 
pressure 

ratio 

2.000 
1.842 

1.730 

1.944 

Stall 
margin 

10 

21 

11 

0 

ditions vary with blade aspect ratio. 
The diffusion factor and inlet relative Mach number are plotted 

in Fig. 5 as a function of percent design speed at the near-stall con
dition for all stages. Data are shown for the rotor tip (10 percent span) 
and stator hub (90 percent span). Considering that the rotor tip dif
fusion factors are substantially higher than the corresponding stator 
hub diffusion factors and that the maximum stator hub Mach number 
is about 0.83, it is reasonable to assume that the flow range is limited 
by the flow conditions in the rotor tip region for all four stages. For 
the rotor tip (Fig. 5(a)), the inlet relative Mach numbers at the 
near-stall conditions are practically the same for all four rotors. 
However, the rotor diffusion factors at the near-stall conditions show 
that the stalling D- factors are substantially larger for the lower aspect 
ratio rotors (rotors 35 and 37) than those for the higher aspect ratio 
configurations at all speeds with a possible exception of the 50-percent 
speed. For all rotors, the largest value of diffusion factor at near-stall 
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Fig. 3 Effects of blade aspect ratio on overall performance 

conditions occurred at design speed. The higher design pressure ratio 
low aspect ratio rotor (rotor 37) had the highest stall diffusion factor 
of 0.645. This value of diffusion factor is higher than that for other 
inhouse higher aspect ratio rotors with comparable inlet relative Mach 
numbers. 

The diffusion factor and inlet Mach number at the stator hub (90 
percent span from tip) are plotted as a function of design speed in Fig. 
5(fc>). The trends of Mach number and D-factor variations with per
cent design speed are similar to those for the rotor. However, the 
diffusion factor values are not considered to be stall values for these 
stators. It is of interest to note, however, that at an inlet Mach number 
of approximately 0.83 stator 37 (lower aspect ratio) operated at a 
diffusion factor of approximately 0.575. Based on NASA experience, 
this is an unusually high value of stator hub diffusion factor for this 
level of inlet Mach number. 

Blade Element Performance Comparisons. Comparisons of 
rotor blade element performance parameters for the high and low 
aspect ratio configurations and for each level of design pressure ratio 
are presented in Fig. 6. Data are presented for the 10-, 50-, and 90-
percent span locations at design speed. Total loss parameter and 
diffusion factor are plotted as a function of suction surface incidence 
angles. The lower aspect ratio rotors operated over a wider range of 
incidence angles than the higher aspect ratio rotors for all three blade 

elements. For the lower aspect ratio rotors, the 10- and 50-percent 
elements operated to higher diffusion factors levels than the higher 
aspect ratio rotors. For the 10- and 50-percent span, the blade ele
ments for the low and high aspect ratio rotors operated along the same 
incidence angle loss characteristics. 

Axial Distributions of Rotor Tip Static Pressure. For rotor 
blade rows operating in a transonic flow environment, the axial dis
tribution of the time-averaged static pressures over the rotor tips is 
strongly influenced by the shock patterns within the blade passage. 
In an attempt to qualitatively relate these axial distributions of static 
pressure to the shock patterns within the blade, data from another 
transonic rotor are presented [3]. These data include both the axial 
distributions of rotor tip static pressures and shock patterns within 
the blade passage. The shock patterns were obtained from intrablade 
flow field measurements made with a Laser Anemometer (LA) system. 
The blade passage shock patterns along with the axial distributions 
of rotor tip static pressure are presented in Fig. 7 for the maximum 
flow and near-stall conditions. The shock patterns derived from the 
LA system measurements are for the 15-percent span (from the tip) 
location. The axial distributions of static pressures measured on the 
casing over the rotor tips are ratioed to rotor inlet total pressure and 
plotted as a function of percent of rotor projected chord. At the 
maximum flow condition (Fig. 7(a)), there is a weak shock at the blade 
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Fig. 4 Radial distribution of performance parameters 

entrance region and a strong shock at the exit of the blade passage. 
The static pressure gradients in the front and rear portions of the 
blades are indicative of these passage shock strengths. For the near-
stall condition (Fig. 7(h)) there is a strong passage shock at the blade 
entrance region. The strength of the shock is represented by the steep 
static pressure gradient in the front portion of the blade. However, 
just downstream of the shock the gradient decreases. These data 
provide a qualitative assessment of how the axial distribution of 
time-averaged rotor tip static pressure is influenced by the shock 
patterns within the blade passage. Based on this assessment the shock 
strengths will be inferred from the axial distributions of rotor tip static 
pressure for the rotors evaluated in the low aspect ratio study. 

The axial distributions of rotor tip static pressure are presented 
in Fig. 8 for all four rotor configurations. Data are presented at design 
speed for three flow rates; maximum flow, peak efficiency, and 
near-stall conditions. These curves (Fig. 8) show quite similar static 
pressure gradients for rotors with the same aspect ratio even though 
the blade rows are designed for different total pressure ratios. This 
implies that the shock patterns for the low aspect ratio rotors (rotors 
35 and 37) are similar and the shock patterns for the higher aspect 
ratio rotors (rotors 36 and 38) are similar. 

For the lower aspect ratio rotors, as the back pressure is increased 
(lower flow), there is a substantial increase in the static pressure 
gradient over the front portion of the blade. This indicates that the 
strength of the shock is increasing and the shock is moving forward 
in the blade passage. The smooth and continuous static pressure rise 

ROTOR 

O 35 
D 36 
O 37 
A 38 

P2/Pl 

2.036 
1.924 
2.196 
2.004 

Flow, 
kg/s' 

18.20 
20.26 
19.60 
20.44 

F 

O 
Q 
O 
A 

)OTOR 

35 
36 
37 
38 

pypj 

1.923 
1.887 
2.093 
1.977 

Flow, 
kg/s 

18.20 
20.26 
19.60 
20.44 

t 

PERCENT DESIGN SPEED 

(a) ROTOR TIP (10% SPAN). (bl.STATOR HUB(90% SPAN). 

Fig. 5 Diffusion factor and inlet Mach numbers at near-stall conditions 
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A 
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38 
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ROTOR PRESSURE 
RATIO, 1.83 

ROTOR PRESSURE 
RATIO, 2.10 

Fig. 6(a) Ten percent span from tip 

on the rear portion of the blade indicates good subsonic diffusion even 
behind a strong shock. 

For the higher aspect ratio rotors, as the back pressure is increased 
(lower flow), the increase in static pressure gradient over the front 
portion of the blade is small. However, the static pressure gradients 
in the 50- to 60-percent chord region increases very rapidly, and then 
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drops off substantially just downstream of the 60-percent chord lo
cation. This indicates a strong shock and poor diffusion caused by flow 
separation and recirculation just downstream of the shock. 

A comparison of the axial distribution of rotor tip static pressures 
for the near-stall conditions is presented in Fig. 9 for the low and high 
aspect ratio configurations. The comparison shows that the higher 
aspect ratio rotors have steeper static pressure gradients than' the 
lower aspect ratio configurations. This indicates that it is the steeper 
static pressure gradient, caused by the shock patterns, that is re
sponsible for the relative poor flow range for the higher aspect ratio 
configurations. 

R e m a r k s 
Benefits of lower aspect ratio blading for achieving good efficiency 

at higher loading levels have generally been demonstrated with stages 
designed for subsonic flows. In this study the application of low aspect 
ratio blading to rotors with high loading and high supersonic inlet 
relative Mach numbers over the entire blade span was investigated. 
The good efficiency and relatively higher flow range achieved with 
the lower aspect ratio configuration demonstrates that low aspect ratio 
blading is highly beneficial for transonic blade rows. For advanced 
high pressure multistage core compressor the inlet stages must operate 
at high loading level and high inlet relative Mach numbers. There has 
been a question whether sufficient flow range can be obtained with 
stages of this type such that they would be suitable for multistage 
application. Results of this study indicate that through the use of low 
aspect ratio blading, high Mach number, highly loaded stages can 
achieve a performance level suitable for multistage compressor ap
plications. 

Summary of Results 
This paper presents a study of low aspect blading for inlet stages 

of a high pressure ratio, high-speed core compressor. The basic overall 
design variables were stage pressure ratio and blade aspect ratio. 
These four stages represent two levels of total pressure ratio (1.82 and 
2.05), two levels of rotor blade aspect ratio (1.19 and 1.63) and two 
levels of stator vane aspect ratios (1.26 and 1.78). Comparisons of 
overall performance, radial distributions of performance parameters, 
diffusion factors at the near-stall conditions, blade element data, and 
axial distribution of rotor tip static pressures have yielded the fol
lowing results: 

1 Higher peak pressure ratio, high stage and rotor efficiencies and 
greater stall margin were obtained with the lower aspect ratio 
blading. 

2 The lower aspect ratio blading showed improved performance 
over the entire blade span. 

3 The lower aspect ratio rotors operated at higher diffusion factors 

and higher incidence angles over the entire blade span. 
4 Better subsonic diffusion downstream of the passage shock was 

obtained in the lower aspect ratio rotors. 

APPENDIX 
Suction surface incidence angle: 

hs = (Pc)le — (Kss)le 
Diffusion factor: 

D= 1 + - ^ + 
V,. 

rV,)te - (rV0)ie\ 

(rte + r,e) (VOtel 
Total loss coefficient: 

Total loss parameter: 

Adiabatic efficiency: 

— _ (Pjdlte ~ (P')te 
U~ (P')le-(P)le 

_ W COS (fi')te 

(P)te 

Vad' 
\(P)le. 

7 — I/7 

Equivalent mass flow: 

(T)te 

(T)ta " 

Wife 

Stall margin: 

SM = 

(P/P) (WV0\ 
, S /ref 

(Pa/P: . (wye\ 
X 100 
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A Comparison between Measured 
and Computed Flow Fields in a 
Transonic Compressor Rotor 
The flow field within the rotor of a transonic axial compressor has been computed and 
compared to measurements obtained with an advanced laser uelocimeter. The compressor 
was designed for a total pressure ratio of 1.51 at a relative tip Mach number of 1.4. The 
comparisons are made at 100 percent design speed (20,260 RPM) with pressure ratios cor
responding to peak efficiency, near surge, and wide open discharge operating conditions. 
The computational procedure iterates between a blade-to-blade calculation and an intra-
blade throughjlow calculation. Calculated Mach number contours, surface pressure dis
tributions, and exit total pressure profiles, are in agreement with the experimental data 
demonstrating the usefulness of quasi three-dimensional calculations in compressor de
sign. 

Introduction 
Continued improvement of aerodynamic efficiency in gas turbine 

fans and high Mach number compressors requires an increased un
derstanding of the aerodynamic losses in transonic rotating flow fields. 
These losses include (1) the direct effects of the shock structure in the 
primary flow field, (2) viscous shear, shock interaction and mixing 
losses on the airfoil and endwall surfaces and (3) tip clearance and 
endwall scraping losses. A better understanding of these losses can 
be achieved through the continuing development of experimental 
techniques and computational models. The experimental determi
nation of the detailed flow field ahead of, within and downstream of 
a transonic fan or compressor is required to verify computational 
models of the flow field which compute the intrinsic losses of the shock 
structure. The computational flow field can then be used to develop 
models for the remaining losses which can also be verified by experi
mental data. The development of these experimental techniques and 
computational models are important objectives and the value of each 
is dependent upon accomplishment of the others. 

The need for experimental transonic compressor flow field data has 
been met, in part, by the efforts of DFVLR in Cologne, West Ger
many. The Laser-2-Focus Velocimeter (L2F) data from a transonic 
compressor rotor have been described in detail in references [1-3]. 
Laser Velocimetry measurements have also been described by Wisler 
in [4]. The data acquired by DFVLR have been reduced to blade-
to-blade Mach number contours at various spanwise locations. These 
data have been reported for various speed and pressure ratio condi
tions. A simultaneous effort at Pratt & Whitney Aircraft has led to 
a working computational quasi-3D procedure which is capable of 
accurately predicting these complex three-dimensional transonic flow 
fields. This quasi-3D procedure consists of an iteration between (1) 
a set of time-marching calculations of the supersonic and/or subsonic 
flow fields on conical surfaces between airfoils, and (2) an axisym-

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received 
at ASME Headquarters December 3,1979. Paper No. 80-GT-7. 

metric streamline calculation. Solutions from this procedure in the 
form of blade-to-blade Mach number contours and pressure distri
butions will be compared to the DFVLR data at 100 percent design 
speed for three pressure ratio conditions. The development of loss 
models based on the L2F data and flow field computations is a con
tinuing effort at both DFVLR and Prat t and Whitney Aircraft. 

Experimental Method 
The test compressor which has been investigated using advanced 

measuring techniques is a transonic axial single-stage machine, de
signed for a total pressure ratio of 1.51 and a mass flow of 17.3 kg/s 
at 20,260 rpm. The rotor consists of 28 blades with an inlet tip diam
eter of 399 mm and a hub-to-tip radius ratio of 0.5. The rotor blades 
are composed of MCA-profiles [1]. 

In order to measure the mean average of the fluctuating total 
pressure downstream of the rotor, a new hydraulic probe has been 
developed and used which avoids the integrating errors produced by 
oridinary pneumatic Pitot probes. Correct average total pressures are 
absolutely needed to identify the mean axisymmetric flow for detailed 
performance calculations [5]. 

The measurement of the velocity vectors ahead, within, and 
downstream of the fast moving rotor blade channels was performed 
using the L2F-velocimeter. This technique is quite different from the 
well known Doppler velocimeter insofar as the fringe pattern within 
the probe volume is replaced by two discrete parallel light beams 
forming a light gage. This permits the concentration of the available 
laser light to a very high intensity in the measuring volume and leads 
to favorable signal-to-noise ratios even in unfavorable test conditions 
such as those in a turbomachine. In order to carry out measurements 
within the channels of turbomachine blades, a synchronizing trigger 
unit (controlled by a signal from the rotor) times the laser beam re
lease to illuminate preselected points in successive blade channels. 
The circumferential position of those points is controlled by an ad
justable time delay unit. Axial and radial position of the probe volume 
can easily be changed by a remotely-controlled displacement of the 
L2F apparatus. Fundamentals and more details on the technique are 
given by Schodl in references [2] and [3], 
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o L2F meas. locat ion 

Calculat ion gr id 

Calculation grid and L2F measurement locations 

For the compressor tests, up to 15 circumferential measuring po
sitions were chosen across the blade gap, giving adequate flow field 
definition to localize the shock wave system and to analyze the rotor 
blade wakes in detail. The axial and radial locations of the selected 
measuring points are shown in Fig. 1. 

Computational Method 
The computational flow fields which will be presented were ob

tained by iteration between an axisymmetric through-flow calculation 
and a two-dimensional transonic blade-to-blade calculation. The 
combination will be referred to as the quasi-3D calculation. The 
method is being applied at Prat t & Whitney Aircraft in the current 
design and analysis process. 

The basis of the quasi-3D calculation is that the input of each of 
the two computer programs can be obtained from the output of the 
other as shown in Fig. 2. A third element, an interpolation of known 
airfoil coordinates, must be included in the iteration when the 
streamlines move to a significantly different radial position or cone 
angle. The boundary conditions were imposed in both flow field so
lutions over a 9 radial X 9 axial computational grid (Fig. 1) which 
corresponds to the L2F measurement locations. Convergence occurs 
in approximately five cycles of the iterative, procedure. 

The through flow calculation which has been used in the quasi-3D 
procedure is the standard compressor design and analysis program 
which has been developed at Prat t and Whitney by H. K. Carr. This 
program defines an axisymmetric flow at the grid points given in Fig. 
1, based upon the boundary conditions imposed at these locations. 
The flow properties chosen as input to the through flow program at 
intrablade stations are spanwise distributions of: (1) relative total 
pressure recovery, (2) angular momentum, and (3) total blockage 
(endwall blockage and profile blockage). Flow properties on steam-
lines in the through flow calculations are obtained by interpolating 
these input flow properties. The resulting flow field provides the re-

, Streamline 
Generate axisymmetric flowfield 
and blade-to-blade input 

I n p u t » Flowpath 

• RCu and recovery distributions 
9 KTotal = ^Radial x K Circumferential 

O u t p u t • Velocity vectors, Ps2/Psi 

• PCm ratio, radius 

I B. Geometry 
Generate airfoil coordinates on streamlines 

I n p u t ° Stored airfoil definition 

• Streamline radii 
O u t p u t ° Airfoil coordinates 

I C. Blade-to-blade 
Generate intrablade flowfield and streamline input 

I n p u t • Airfoil coordinates 
• PCm ratio, radius 

' M1HEL. Pi. h- Ps2'Ps1 
O u t p u t • RCu, Kc i rcumf8 ren t |a |, recovery 

• Shock loss 

Fig. 2 Quasi-3D iteration 

quired boundary conditions for the blade-to-blade analysis. The initial 
through flow calculation uses estimated values of RCu, recovery and 
total blockage that approximate the overall performance of the 
rotor. 

The blade-to-blade transonic flow calculation which has been used 
is essentially that which has been defined in reference [6]. The Time 
Marching Finite Area Program has been modified such that the 
pressure is determined from the relative total temperature, P — f (p, 
U, V, To(r)). The original formulation used an isentropic relationship 
between the pressure and density. The capabilities of modeling radius 
change, nonlinear streamtube height variation, and surface viscous 
losses have also been added. The blade-to-blade transonic flow cal
culation uses input data from the through flow calculation in the form 
of inlet Mach number and angle, exit angle, static pressure ratio, cone 
angle, and streamtube height axial distribution. The blade-to-blade 
solution is used to define the total recovery, RCu, and profile blockage 
distributions for input into the through flow calculation. 

The total pressure recoveries shown in Fig. 3 include both direct 
shock and surface viscous loss. This viscous loss is modeled in the 
blade-to-blade solution by applying a surface skin friction which to
gether with the shock loss produces the spanwise total pressure re
covery estimated for the trailing edge. The skin friction loss is modeled 
in the blade-to-blade solution as a transport of momentum across the 
airfoil surface. The rate of momentum removed from the flow is 
proportional to the product of the local velocity and an input skin 
friction coefficient. The magnitude of the skin friction coefficient 
which will be discussed subsequently is intended only as a means of 
modeling an approximately valid level of internal loss and blockage. 
The axial and spanwise distribution for RCu is obtained by computing 

- N o m e n c l a t u r e . 

Cm = meridional velocity 
Cu = tangential component of the absolute 

velocity 
h - streamtube height 
K = blockage factor = ratio of actual flow/ 

ideal flow 
M r = relative Mach number 
Nc = corrected rotor speed 
P = static pressure 
Pyy = relative total pressure 
R = radius 

RCu = angular momentum 
Recovery = actual Py/ideal PT (independent 

of reference frame) 
Tor = relative total temperature 
U = meridional momentum or mass flux 
V = relative tangential momentum or mass 

flux 
Wc = corrected mass flow 
Wu = tangential component of relative ve

locity 
/? = relative air angle measured from tan

gential 

<l> = streamline slope angle 
p = density 

p\Cm\lpiCml = velocity density ratio 
T = distance between similar points on 1 

jacent airfoils in a blade row 
co = angular velocity 

Subscripts 

1 = rotor inlet station 
2 = rotor exit station 

884 / VOL. 102, OCTOBER 1980 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



>1.0 * 

> 
© o m 

l a 

(0 
(0 
0) 

"RJ 

© 

-»LE 

In t rab lade 
s ta t ions 

X Blade to blade calc~output 
— L a s t through f low calc -input » 
— N e w through flow calc -Input V n 

Percent span 
Fig. 3 Total pressure recovery output from blade-to-blade calculation and 
input to through flow calculation 

Ro to r g 

efficiency 

o 
SL 

f^a 
1.7 

Rotor 15 
pressure 

ratio 14 

1.3 

\ 
1.2 

1 
O Data 

O Calculate 
rotor TE 

— U Calculate 
at probe 
measurer 

d at 

nent 

O 

1 1 1 

a 

6 8 10 12 14 16 18 20 

W c ~ KG/SEC 

Fig. 4 Measured and calculated rotor performance 

the gapwise mass averaged value of relative tangential velocity in the 
blade-to-blade calculation with a known radius and wheel speed (RCu 
= (R) X (wR - Wu)). The result is influenced by the surface skin 
friction coefficient. The circumferential blockage is obtained from 
the ratio SlpCmdrhpav Cm av, where the pav and Cmau depend upon 
the mass averaged total pressure, total temperature and RCu together 
with the area averaged static pressure. This blockage includes the 
effect of blade thickness, surface velocity deficit and nonuniformity 
of the core flow. The iterative quasi-3D computation procedure was 
damped (see Pig. 3) as information was passed from one program to 
another and the iterations were continued until the output of the last 
iteration matched its input. 

Comparison between Experimental and 
Computational Results 

The pressure and efficiency characteristics from the data and the 
quasi-3D analysis are shown in Fig. 4. The three computed points 
correspond to the wide open discharge, the peak efficiency, and the 
near surge operating conditions at 100 percent design speed. At the 
peak efficiency and near surge conditions the mass flow was imposed 
on the calculation and the pressure ratio was obtained as part of the 
solution. At the wide open (choked flow) condition the pressure ratio 
was imposed and the mass flow was determined by the analysis. The 
leading edge endwall blockage factor was chosen based on the mea
sured upstream Mach number and was constant for all three operating 
conditions. The accurate definitions of mass flow and leading edge 
blockage are of primary importance in predicting the correct shock 
structure. 

To produce the approximate measured efficiency level the spanwise 
distribution of airfoil surface skin friction coefficient was set to have 
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linear radial variation between 0.005 at the hub and 0.015 at the tip 
for all operating conditions. From these input conditions the spanwise 
exit pressure, temperature and recovery profiles were computed to
gether with the intrablade flow field Mach numbers for comparison 
to the L2F measurements. Fig. 5 shows the comparison between the 
measured and calculated total pressure profiles. This result indicates 
that the quasi-3D calculation is able to define the appropriate span-
wise distribution of total pressure. Fig. 6 shows the computed radial 
distribution of recovery compared to the test data. / 

This method attempts to model an estimated recovery profile at 
the trailing edge plane. It has been assumed that the large losses in 
the outer region of the span cannot be modeled as surface viscous loss. 
The tip clearance and end loss are modeled in the computational 
procedure as an endwall blockage effect. Supplementary loss calcu
lations are required (which add viscous, endwall and tip clearance 
losses to the computed shock loss from this model) to predict the 
measured recovery profile. The computed flow field can be used to 
obtain boundary conditions for these calculations. More detailed 
intrablade viscous loss and wake data are needed to further develop 
this aspect of the prediction. To evaluate the effect of the uncertainty 
in trailing edge recovery, the magnitude and distribution of the skin 
friction coefficient have been varied. The conclusion thus far is that 
so long as the overall level of blockage and recovery is retained, 
moderate variations in the skin friction coefficient will not signifi
cantly alter the inviscid flow field. 
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Fig. 7 Fan Mach number contours—18 percent span—peak efficiency—100 
percent Nc 

The measured and computed flow fields for the peak efficiency 
condition are shown by relative Mach number contours in Pigs. 7-10. 
The comparisons are considered quite good in that both the character 
of the flow field and the indicated shock strength are approximately 
the same in the measured and calculated Mach number fields. This 
occurs even though four distinctly different types of flow fields exist 
simultaneously along the span. These are: (1) a subsonic inlet with 
a local supersonic region at 18 percent span, (2) a slightly supersonic 
inlet with a detached shock at 45 percent span, (3) a moderate su
personic condition with a strong attached shock at 68 percent span, 
and (4) a higher supersonic inlet Mach number with a weak oblique-
normal (A) shock configuration at 89 percent span. The most no
ticeable discrepancy between the computed and measured flow fields 
is the stronger Mach number falloff near the airfoil surface in the 
computed result. This surface loss is the result of the skin friction 
model which removes momentum from the flow near the airfoil sur
face. In general, these comparisons suggest that the level of the skin 
friction coefficient is high causing the Mach number falloff to be too 
severe. 

Figure 7 defines the flow field at 18 percent span. The computed 
boundary conditions on this section are M\r = 0.9215, ft = 35,41, 
Pz/Px = 1.438, pCm ratio = 0.82, 0 = 10.13. The resulting flow field 
includes a local supersonic region behind the leading edge which 
terminates ahead of the subsonic passage diffusion. Figure 8 defines 
the flow field at 45 percent span. The computed boundary conditions 
here are Mir = 1.086, ft = 31.59, P2/Pi = 1.558, pCm ratio = 0.88, <j> 
= 3.06. The slightly supersonic inlet flow is accelerated to a local Mach 
number level in excess of 1.2 before terminating with a detached 
leading edge shock. Subsonic diffusion occurs from a Mach number 

Fig. 8 Fan Mach number contours—45 percent span—peak efficiency—100 
percent Nc 

level of 0.9 to 0.7. The flow field at 68 percent span is shown in Fig. 
9. The computed boundary conditions are Mir = 1.217, ft = 28.08, 
PzIPi = 1.615, pCm ratio = 0.88, </> = -1.96. The flow accelerates to 
a Mach number greater than 1.25 before reaching the attached leading 
edge shock which diffuses the flow to the 0.95 Mach number level. The 
L2F measurements suggest the possibility of boundary layer inter
action at this section. Figure 10 defines the flow field at 89 percent 
span. The boundary conditions are Mlr = 1.307, ft = 24.04, P$/Pi = 
1.63, pCm ratio = 0.855, </> = —7.52. At this section the Mach number 
level is sufficiently high and the leading edge is sufficiently thin and 
well aligned to the flow that a weak oblique shock can form bringing 
the Mach number down to 1.15 before the internal passage shock re
duces the Mach number level below 1.0. In the measured flow field 
the diffusion through the Mach 1.0 level is more gradual than in the 
computed flow field. It is possible that the shock system is more 
complex than that which is computed, therefore allowing a lower 
diffusion. This effect is not believed to be the result of an unsteady 
shock. 

Figure 11 shows the computed pressure distribution at the peak 
efficiency conditions as compared to values interpreted from the L2F 
Mach number data. The comparisons at 45 percent and 68 percent 
span are excellent. At the 18 percent span location the computed 
leading edge suction surface pressure is low when compared to the 
level indicated by the measurement. The single value from the data 
may, however, be insufficient to conclude that the very local high 
Mach number region does not exist. (This overspeed is observed in 
the data at the near surge condition.) It is also possible that the ov
erspeed terminates earlier than indicated by the computation. At the 
89 percent span location the difference between the computed and 
measured pressure distributions is on the pressure side behind the 
computed oblique and normal shocks. The data show a more gradual 
pressure rise which has been discussed as resulting from a more 
complex shock structure. 

Figure 12 defines the measured and computed flow fields at the near 
surge operating condition for the 68 percent span location. The 
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Fig. 9 Fan Mach number contours—68 percent span—peak efficiency 100 
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Fig. 10 Fan Mach number contours—89 percent span—peak effi
ciency—100 percent Nc 

computed boundary conditions are M\r = 1.195, ft = 25.92, P2/P1 
= 1.628, pCm ratio = 0.873, ij> = 0.3. Here the shock structure is spilled 
or detached from the leading edge. This condition exists over the full 
span in both the computed and measured flow fields. Here again there 
is evidence of possible boundary layer interaction. Pressure distri
butions from the full span L2F velocity measurements and the com
putation of the near surge point are shown in Fig. 13. Here the 18 
percent span overspeed is observed by the L2F measurement. Except 

a DFVLR data 
pressure surface 

45% span 
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X/BM 
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Fig. 11 Surface pressure distributions—peak efficiency 

Calculated 

Rotation 
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Fig. 12 Fan Mach number contours—68 percent span—near surge—100 
percent Ate 

for the 68 percent span location the computed shock position is too 
far rearward. 

Figure 14 defines the measured and computed flow fields at 89 
percent span for the wide open discharge condition. The computed 
boundary conditions are M l r = 1.3208, ft = 24.49, P2/Pi = 1.325, pCm 
ratio = 0.913, 0 = —10.81. Both the computed and measured flow 
fields indicate a weak leading edge shock with a reacceleration to a 
Mach number level of about 1.4 before the stronger trailing edge 
shock. This choked condition exists over the full span in both the 
measured and computed solution. The pressure distribution com
parisons in Fig. 15 indicate that the computed solution is generally 
more choked than the measured flow field. 

Examination of the pressure distribution and Mach number con-
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tours in Figs. 7-15 suggests that the shock strength indicated by the 
computational model approximates that which is measured by the 
L2F system. The computed spanwise shock total pressure recovery 
is given in Fig. 16 for three operating conditions. The recovery shown 
is the integrated value of shock loss interpreted from local static 
pressure ratios throughout the flow field. At the near surge and peak 
efficiency conditions the maximum shock loss occurs in the 60-70 
percent span region. Closer to the hub the shock strength is reduced 
by lower inlet Mach number. Near the tip the shock structure becomes 
oblique resulting in reduced shock loss. An alternative explanation 
of the distribution of shock strength is given in reference [7]. 

C o n c l u s i o n 
The computed Mach number contours are in agreement with the 

measured values at the peak efficiency and near surge operating 
conditions. The calculated strength and position of the shock struc-
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ture is valid. The shock loss of this rotor can, therefore, be determined 
from either the measured or calculated flow.field. At these operating 
conditions the computed and measured surface pressure distributions 
are essentially the same. Either the measured or calculated pressures 
can be used as the boundary condition for computing surface viscous 
loss. At the wide open discharge operating condition the computed 
flow field shows a stronger shock field closer to the trailing edge 
compared to the data. A slightly higher pressure ratio boundary 
condition would undoubtedly improve this comparison. 

The comparisons indicate that at unchoked flow conditions the 
predicted level and shape of the exit pressure profiles are valid when 
the measured mass flow is given as the boundary condition. Similarly, 
the computed choking mass flow is verified by the measured wide 
open discharge mass flow measurement. Under choked flow condi
tions the shape of the exit pressure profile is correct when the level 
is given as a boundary condition. 

The comparisons between the recovery profiles used in the com
putational model and the measured values are not in agreement. This 
is due in part to error in the computational loss model. It is also pos
sible that losses are redistributed between the trailing edge plane 
where the computed values are given and the downstream measuring 
plane. The discrepancy between measured and predicted recovery 
profiles could then be less than indicated by this analysis. An im
proved model for computing and distributing the viscous loss is re
quired to improve this aspect of the analysis. This suggests the need 
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for a full three-dimensional boundary layer calculation with shock 
wave interaction. The development of such a complex computational 
model will require additional laser velocity measurements. These 
measurements should focus increased attention on the boundary 
layers and wakes. Data must be acquired on different fans at a variety 
of operating conditions. 
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.Discussion. 
D. C. Prince, Jr..1 In a recent paper (reference [8]), I proposed a 

pattern of characteristic features observed in experiments on a 
number of transonic compressor rotors. Table 1 is reproduced from 
reference [8], summarizing these features. I am gratified to see that 
the material covered in the present paper appears to be in general 
agreement with the material used in establishing that pattern and I 
hope that the authors may comment on their experience as it relates 
to this pattern. 

The material in the paper provides evidence particularly relevant 
to items (1) and (3) of Table 1. Table 2 has been prepared from ma
terial in the present paper. Upstream vector angles given in the text 
were plotted in Figs. 10 and 14. Wave angles from the upstream vector 
to Mach number contours were measured with a protractor and used 
in the table. Recognizing the difficulty of obtaining reliable values 
from small scale figures, it is hoped that the authors can confirm these 
values or supply a more accurate replacement. 

Figure 17 has been prepared using standard shock equations (e.g. 
reference [9], Chapter 10) and the data given for Fig. 10 (Mm = 1.307, 
/3i = 24.04) to assist in discussion of these items. Knowledge of the 
upstream Mach number and the wave angle provides enough infor
mation for a prediction of the discontinuity level to be expected. 
Applying Fig. 17 to the 55 deg wave angle upstream of the rotor for 
the measured data of Fig. 10 shows that the shock downstream Mach 
number is expected to be 1.19. Deceleration from Mach number 1.307 
to Mach number 1.19 appears to require about double the pressure 
discontinuity shown on Fig. 10. The 53 deg wave angle upstream of 
the rotor in the calculated data of Fig. 10 calls for deceleration to Mach 
number 1.24, which is much more consistent with the discontinuity 

1 Consulting Engineer, General Electric Company, Aircraft Engine Group, 
Cincinnati, Ohio 45415. 

Table 1 Supersonic compressor shock structure 
features 

1 Wave angles approximate maximum deflection. 
2 Suction surface pressures near the leading edge are below 80 

percent of upstream. 
3 Shock discontinuities are substantially below expectation. 
4 Pressure surface pressures in supersonic passages respond to 

back pressure. 
5 Passage and downstream shocks disappear at supersonic 

pressure levels. 

shown in the figure. It is surprising that both the calculated and the 
measured data should show larger upstream wave angles (54 and 56 
deg) with wide open discharge than the 53 and 55 deg values at peak 
efficiency. 

Inside the passage, the 62 deg wave angle for the measured data in 
Fig. 10 calls for deceleration from the upstream Mach number to 1.05. 
If the shock downstream Mach number is to be 1.15, as given in the 
text, the wave angle should have been 57 deg. The measured data in 
Fig. 14 for the region near the leading edge show deceleration from 
a Mach number above 1.38 to a Mach number slightly below 1.28 
across a front nearly perpendicular to the flow, which is rather sur
prising in view of the data in Figure 17. For the calculated data of Fig. 
10, the 61 deg wave angle calls for deceleration to Mach number 1.075, 
which is a substantially larger discontinuity than is shown on the 
figure. The calculated data in Fig. 14 show an oblique shock discon
tinuity extending about one-third of the way across the passage from 
the leading edge and then disappearing. It would be interesting to 
explore momentum and continuity balances for control volumes de
fined upstream of the discontinuity, along a selection of mid passage 
streamlines, back to the pressure surface along the Mach number 1.4 
contour, and closed along the pressure surface. 

In reference [8] I reported on the use of laser velocimeter (LV) data 
from reference [4] to infer the true wave angle. The fringe-type LV 
system had given direct measurements of momentum change com
ponents across the leading edge shock in axial and circumferential 
directions. The axial momentum was constant across the shock within 
a resolution of ±3 percent. If the axial momentum is constant, the 
wave orientation should be axial, so that the momentum change vector 
can be perpendicular to the wave. Analysis using the equations of Fig. 
17 showed that a 5 deg inclination of the wave in either direction from 
the axial should correspond to 10 percent change in the axial mo
mentum, so that the measurements defined a wave direction within 
2 deg of axial. I hope that analysis of the L2F data for the present 
paper has included similar definition of the wave direction. Fig. 1 
suggests that L2F measurements of the shock discontinuity were 
made for at least three axial positions along the 89 percent span 
stream surface. The data of Fig. 17 have been resolved into axial and 
circumferential components of the velocity discontinuity and pre
sented as Fig. 18. From Fig. 18 one may infer that the axial velocity 
should have increased 3 percent to support the 62 deg wave angle from 
the measured data of Fig. 10. It is hoped that the authors will supply 
some detail on their measurements of the discontinuity, so that the 
wave angle and the uniformity of the shock strength can be con
firmed. 

Table 2 Flow properties deduced from Figs. 10 and 14 

Upstream Mach number (from text) 
Mach angle 
Shock branch 

{L2F measurement 

Time marching 

computations 

Peak Efficiency 
1.307 

49.9 
Upstream In Passage 

55 62 

53 61 

Wide Open Discharge 
1.321 

49.2 
Upstream In Passage 

56 67(?) 

54 42(?) 
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for a full three-dimensional boundary layer calculation with shock 
wave interaction. The development of such a complex computational 
model will require additional laser velocity measurements. These 
measurements should focus increased attention on the boundary 
layers and wakes. Data must be acquired on different fans at a variety 
of operating conditions. 
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pattern of characteristic features observed in experiments on a 
number of transonic compressor rotors. Table 1 is reproduced from 
reference [8], summarizing these features. I am gratified to see that 
the material covered in the present paper appears to be in general 
agreement with the material used in establishing that pattern and I 
hope that the authors may comment on their experience as it relates 
to this pattern. 

The material in the paper provides evidence particularly relevant 
to items (1) and (3) of Table 1. Table 2 has been prepared from ma
terial in the present paper. Upstream vector angles given in the text 
were plotted in Figs. 10 and 14. Wave angles from the upstream vector 
to Mach number contours were measured with a protractor and used 
in the table. Recognizing the difficulty of obtaining reliable values 
from small scale figures, it is hoped that the authors can confirm these 
values or supply a more accurate replacement. 

Figure 17 has been prepared using standard shock equations (e.g. 
reference [9], Chapter 10) and the data given for Fig. 10 (Mm = 1.307, 
/3i = 24.04) to assist in discussion of these items. Knowledge of the 
upstream Mach number and the wave angle provides enough infor
mation for a prediction of the discontinuity level to be expected. 
Applying Fig. 17 to the 55 deg wave angle upstream of the rotor for 
the measured data of Fig. 10 shows that the shock downstream Mach 
number is expected to be 1.19. Deceleration from Mach number 1.307 
to Mach number 1.19 appears to require about double the pressure 
discontinuity shown on Fig. 10. The 53 deg wave angle upstream of 
the rotor in the calculated data of Fig. 10 calls for deceleration to Mach 
number 1.24, which is much more consistent with the discontinuity 
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percent of upstream. 
3 Shock discontinuities are substantially below expectation. 
4 Pressure surface pressures in supersonic passages respond to 

back pressure. 
5 Passage and downstream shocks disappear at supersonic 

pressure levels. 

shown in the figure. It is surprising that both the calculated and the 
measured data should show larger upstream wave angles (54 and 56 
deg) with wide open discharge than the 53 and 55 deg values at peak 
efficiency. 

Inside the passage, the 62 deg wave angle for the measured data in 
Fig. 10 calls for deceleration from the upstream Mach number to 1.05. 
If the shock downstream Mach number is to be 1.15, as given in the 
text, the wave angle should have been 57 deg. The measured data in 
Fig. 14 for the region near the leading edge show deceleration from 
a Mach number above 1.38 to a Mach number slightly below 1.28 
across a front nearly perpendicular to the flow, which is rather sur
prising in view of the data in Figure 17. For the calculated data of Fig. 
10, the 61 deg wave angle calls for deceleration to Mach number 1.075, 
which is a substantially larger discontinuity than is shown on the 
figure. The calculated data in Fig. 14 show an oblique shock discon
tinuity extending about one-third of the way across the passage from 
the leading edge and then disappearing. It would be interesting to 
explore momentum and continuity balances for control volumes de
fined upstream of the discontinuity, along a selection of mid passage 
streamlines, back to the pressure surface along the Mach number 1.4 
contour, and closed along the pressure surface. 

In reference [8] I reported on the use of laser velocimeter (LV) data 
from reference [4] to infer the true wave angle. The fringe-type LV 
system had given direct measurements of momentum change com
ponents across the leading edge shock in axial and circumferential 
directions. The axial momentum was constant across the shock within 
a resolution of ±3 percent. If the axial momentum is constant, the 
wave orientation should be axial, so that the momentum change vector 
can be perpendicular to the wave. Analysis using the equations of Fig. 
17 showed that a 5 deg inclination of the wave in either direction from 
the axial should correspond to 10 percent change in the axial mo
mentum, so that the measurements defined a wave direction within 
2 deg of axial. I hope that analysis of the L2F data for the present 
paper has included similar definition of the wave direction. Fig. 1 
suggests that L2F measurements of the shock discontinuity were 
made for at least three axial positions along the 89 percent span 
stream surface. The data of Fig. 17 have been resolved into axial and 
circumferential components of the velocity discontinuity and pre
sented as Fig. 18. From Fig. 18 one may infer that the axial velocity 
should have increased 3 percent to support the 62 deg wave angle from 
the measured data of Fig. 10. It is hoped that the authors will supply 
some detail on their measurements of the discontinuity, so that the 
wave angle and the uniformity of the shock strength can be con
firmed. 

Table 2 Flow properties deduced from Figs. 10 and 14 

Upstream Mach number (from text) 
Mach angle 
Shock branch 

{L2F measurement 

Time marching 

computations 

Peak Efficiency 
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SHOCK WAVE ANGLE (DEGREES) 

Fig. 17 Predicted wave discontinuities—relative Mach number and static 
pressure ratio (MM, = 1.307; (:U = 24.04 deg) 

Experimental data included in the paper also seem to provide some 
support for items 4 and 5 of Table 1.1 assume that Figs. 10 and 14 each 
show supersonic pressure surface velocity over the first 50 percent 
chord, which is presumably isolated from the downstream condition 
by the "Zone of Silence" concept. However, the Mach number at 25 
percent chord on the pressure surface changes from 1.28 in Fig. 14 to 
about 1.08 in Fig. 10 as a result of throttling. Figure 14 shows a well-
defined shock on the pressure surface at 50 percent chord, which has 
disappeared during throttling to Fig. 10. The experience behind ref
erence [8] suggests that the static pressure rises across the rotor might 
be substantially less than those required for deceleration from Mach 
number 1.321 to Mach number 1.1 in Fig. 14, and from 1.307 to 0.9 in 
Fig. 10, so that this shock disappearance would have occurred at su
personic pressure levels. It would be helpful to know what total 
pressure loss distributions were used to infer the measured static 
pressures of Figs. 11, 13, and 15, and how these static pressures 
compare with measured profiles at rotor exit. 

The experimental data in this paper could be used to formulate 
some requirements that should be met by a realistic blade-to-blade 
calculation procedure. According to my experience, the suction surface 
pressure near the rotor tip from the leading edge to the shock inci
dence does not vary with back pressure for Mach numbers higher than 
about 1.2. Pressure surface pressures, while remaining supersonic, 
may respond violently to back pressures. The large pressure surface 
variations in this paper have just been discussed. The suction surface 
pressures shown on Figs. 11,13, and 15 seem indeed to be independent 
of the back pressure. However, integration of dp/dr = pu2/r along an 
orthogonal to the flow (taken, for example, at the midpoint of the 
cascade passage) should be consistent with the difference between 
the end point pressures. I suppose that these conditions can only be 
reproduced in a blade-to-blade calculation procedure if the lamina 
thickness distribution (streamtube thickness in the converging an-
nulus) along the suction surface is independent of back pressure, while 
that along the pressure surface is a function of back pressure. Probably 
it is also important to make the strength of the shock discontinuity 
vary with back pressure. I interpret the text analysis as being re
stricted to laminae with circumferentially uniform thickness. 

SHOCK WAVE ANGLE (FROM AXIAL - DEGREES) 

Fig. 18 Predicted wave discontinuities—axial velocity ratio and circum
ferential velocity ratio (Mw = 1.307; /?, = 24.04 deg) 

The pressure surface response to throttling should be expected, 
since the back pressure can be felt along the entire piessure surface 
at midspan, Fig. 8, where the passage flow is clearly subsonic. A rise 
in the midspan surface pressure should produce a tendency toward 
radial outflow along the pressure surface, leading to reduced effective 
lamina thickness near the rotor tip. This is not a viscous flow or sec
ondary flow effect. 

Reference [8] observed that obliquity of the passage shock in S2 

surfaces should have substantial influence on the passage shock 
strength. Figs. 7-10 show the passage shock to be incident on the 
suction surface at 22 percent chord at 18 percent span, 40 percent 
chord at 45 percent span, 50 percent chord at 68 percent span, and 
70 percent chord at 89 percent span. Consequently, a substantial effect 
of S2 surface obliquity might well be expected in this case also. Per
haps the authors would discuss how this effect is induced in their 
analysis, and in particular whether S 2 deflection across the passage 
shock has influenced the lamina thickness distribution which they 
use. 

I wish to thank the authors again for publicizing so much useful 
information on supersonic/transonic rotor shock structure. Clearly, 
full explanations for all the features are not yet available. Sharing 
experiences should help to make progress. 

Addi t iona l R e f e r e n c e s 
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Supersonic Compressor Rotors," AIAA Paper 79-0043, AIAA Journal of Air
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9 Shapiro, A. H., The Dynamics and Thermodynamics of Compressible 
Fluid Flow, Ronald Press, New York, 1953. 

Authors Closure 

The authors wish to thank Dr. Prince for his stimulating and 
thorough discussion. In general we agree with the observations and 
conclusions which he has presented. This closure will attempt to an
swer specific questions which have been raised in the discussion. 

1 The interpretation of the magnitude of the wave angles given 
in the discussion appear to be accurate. 

2 We have not devoted sufficient time to the evaluation of the 
measured or calculated wave angles to be able to explain discrepancies 
with simple theory. We assume that the differences which exist reflect 

890 / VOL. 102, OCTOBER 1980 Transactions of the ASME 
Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the inability of simple models to define a complex three-dimensional 
fan shock structure. Differences between the calculated and measured 
results also reflect the limitations of the present quasi three-dimen
sional model. 

3 The increase in the upstream wave angle at the wide open dis
charge condition is primarily the result of a more negative leading edge 
suction surface incidence. 

4 The total pressure loss used to infer the measured static pres
sures of Figs. 11,13, and 15 were obtained from Mach number varia

tions across the shock without considering the local wave angle. 
5 We agree that the constraint of circumferentially constant 

streamtube thickness is undesirable but do not know the magnitude 
of its adverse effects. 

6 The computed radial variation in shock position is influenced 
most strongly by the leading edge geometry and inlet air angle. The 
inlet air angle distribution along the span is influenced by the work 
input and blockage (both reflecting the shock strength) near the 
leading edge. 
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A. V. Coles
LC JEFF(B) Test Support Manager,

New Orleans Operallons,

Bell Aerospace TEXTRON,

Division of Textron Inc.,
Panama City, Fla 32407

The Use of Marine Gas Turbines in
an Amphibious Hovercraft, the USN
AALC JEFF{B)
The Navy's air cushion landing craft LC JEFF{B) is one of two full-scale advanced devel
opment craft that was developed and is being tested un9,er the Amphibious Assault Land
ing Craft (AALC) program. The JEFF{B} was designed and built by Bell Aerospace Tex
tron under contract to the Naval Sea Systems Command. The JEFF{B} is powered by six
Avco Lycoming TF-40 gas turbines. The engines are coupled together in two sets of three
engines each. The loading and control requirements resulting from this configuration, and
the associated high-density spray environment, result in some unique capabilities and
problems. Initial phases of development and testing of the JEFF{B) have uncovered and
solved problems related to control and power matching of coupled engine systems, and
to protecting the engines from the deleterious effects of salt-spray ingestion. On-line en
gine health monitoring systems have been developed to record compressor performance
degradation due to salt ingestion.

Description of JEFF(B)
The Navy's air cushion landing craft LC JEFF{B) is one of two

full-scale advanced development craft that was developed and is being
tested under the Amphibious Assault Landing Craft (AALC} pro
gram. The JEFF{B) was designed, built, and initially tested by Bell
Aerospace Textron, Division of Textron, Inc., under contract to the
Naval Sea Systems Command to provide high-speed amphibious
assult landing craft capability for use by the Navy in support of the
Marine Corps. The JEFF{B) was delivered to the Navy in July 1978.
Bell is currently supporting the AALC Experimental Trials Unit
(ETU), a field activity of David W. Taylor Naval Ship Research and
Development Center (DTNSRDC), Carderock, Md, in testing the
craft at the Naval Coastal Systems Center {NCSC}, Panama City,
Fla.

The craft is designed to carry an on-deck cargo of 60 short tons
(54,431.10 kg) at 50 knots {25.72 m/s} over sea and surf conditions
corresponding to sea state 2. In calm water, it can exceed 70 knots
(36.01 m/s) and carry a payload of up to 75 short tons{68,038.80 kg).
Payloads can roll on and off the craft fore or aft through bow and stern
ramps (Fig. I}. Over land the craft can climb 13 percent grades and
traverse obstacles up to 3.5 feet {1.07 m} high.

To achieve these operational capabilities, the craft is supported by
a cushion of air under its hull, and is propelled by air propellers
working in propulsive ducts. Power to drive the lift system fans and
the propulsion system is provided by six Avco Lycoming TF-40 ma
rine gas turbines, rated at 3850 hp (2870.94 kW) under standard day
conditions. Engine power installed is predicated upon achieving the
design operating speeds on a lOO°F (38°C) day with a 25-knot {12.86
m/s} head wind in sea state 2 conditions. Directional control of the
craft is derived from dual rudders mounted aft of the propeller ducts
and from bow thruster nozzles located forward on the craft using air
supplied from the lift fans.

Contributed by tbe Gas Turbine Division and presented at the Gas Turbine
Conference and Products Show, New Orleans, La., March 10-13, 1980 of THE
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at
ASME Headquarters December 3, 1979. Paper No. 80-GT-8.
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Fig. 1 lC JEFF (8)

The air cushion is contained within a peripheral seal system con
structed of a flexible, rubberized fabric inflated with air from the lift
fans. The hull is constructed of a welded aluminum raft 80 ft {24.32
m} long by 48 ft (14.63 m) wide, with port and starboard supers
tructures containing crew stations and machinery. On each side of the
craft, three turbine engines are connected to a longitudinal shaft,
driving lift fans from the forward end and propellers from the aft end
of the shaft.

During cushionborne operation, approximately 10,000 ft3/s (283.10
m3/s) oflift air is fed through the peripheral seal into the air cushion.
Cushion air is pressurized to 100 Ib/ft2 {4787.68 Pa} and exhausts to
atmosphere through a small air gap beneath flexible skirt fingers. The
average air gap is 2.5 in. (0.06 m), and the air exhaust velocity is some
170 knots {87.45m/s}.

Underway, the craft is always subject to recirculation of water spray
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Flg.2 JEFF(B) entering well deck of LSD
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Fig. 3 Engine power matching characteristics (original configuration)
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Fig. 4 Engine power matching characteristics (after incorporation of load
sharing system)

Engine Inlet Air Filtration
In anticipation that craft operation would create a heavy spray

environment, the engine air inlets are provided with an air filtration
system designed to remove water droplets and dust particles. Engine
air is drawn through screens on the inside wall of the superstructures.

displays. Variations of compressor speeds of up to 15 percent maxi
mum speed were noted, along with the amount of variation depending
upon power demanded (Fig. 3). Adjustments made to individual en
gine controllers effected only slight improvements in power matching.
An engine load-sharing system, designed and built by Bell, was
therefore incorporated to modulate each engine command set speed
signal proportionally to the difference between an individual engine
compressor speed and the average compressor speed for the set of
three engines. With this system incorporated, the power matching
was improved by a factor of 5 with engines operating within a 2 to 3
percent speed band over the full range of powers (Fig. 4).

Engine governor transient response has been rapid and well
damped throughout all operations to date. Loss of a single engine is
compensated for by increasing the power output of the remaining two
engines with little or no effect on craft control or performance. The
craft has been operated at all normal speeds using two engines on each
side of the craft. In the event of lift fan or transmission malfunctions,
provision is made in the design for declutching the rear engine and
propeller from the forward parts of the transmission system. The craft
may then proceed at reduced speed retaining propulsion thrust on
the disabled side of the craft.

or surface dust or sand. Major air inlets feeding engines and lift fans
cover a considerable portion of the hull sidewall structure, inboard
and outboard.

To perform its prime operational role, the JEFF(B) will transport
cargo from a support ship to a beachhead unloading zone. Cargo
loading at the support ship may be alongside by crane, or inboard in
the well deck of an LSD or similar ship. Well deck operations will be
performed with the JEFF(B) with some or all engines operating in
an almost completely enclosed area. Recirculation of exhaust and lift
fan airflows creates a high-temperature environment during craft
transit in and out of the well deck (Fig. 2).

Power Management
The characteristics of an amphibious air cushion vehicle require

that the lift fan system be operated continuously to provide airflow
for support of the craft. The propulsion thrust required increases with
speed to a peak as the craft passes hump speed (19 knots (9.77 m/s)
over deepwater), drops to a lower value through 40 knots (20.58 m/s),
and then rises again at high speed. In the JEFF(B), thrust is controlled
by varying propeller blade angles since the propellers are driven at
a rotational speed related to the lift fan speeds.

The operators' controls for propulsion and lift system management
include a pair of transmission speed governor/speed set levers and
a pair of propeller blade angle command levers. Each engine is con
trolled through its individual electronic control system, the engine
power output being regulated by the controller in response to free
turbine governor control loop signals. The governor set speed is nor
mally adjusted by the operator to a value dependent upon craft gross
weight for correct lift fan airflow. Engine power output then is mod
ulated through the governor control loop to match the lift fan and
propeller aerodynamic loads at the selected speed. Changes in relative
wind speed through the propeller and changes in cushion air pressure
due to craft motion in a seaway will induce power variations which
must be compensated for by the governor. Under typical operating
conditions, the power required in the transmission system on either
side of the craft may vary from 3000 to 11,000 shp \2,237.09 to 8,202.68
kW) for free turbine speeds selected between 80 and 97 percent of
maximum design speed.

Since three engines are connected to a common transmission sys
tem, each engine control system registers the same free turbine speed.
Therefore, for a commanded set speed, each governor loop will be
subject to the same speed-error signal. Actual engine powers reached
by.individual engines depend upon the degree of parity between en
gine control loops, engine fuel flows, and engine efficiencies.

In initial craft operations, it was apparent that the matching of
engine powers in each set of three engines was poor. The JEFF(B) is
not equipped with engine torquemeters, so operators evaluated engine
matching on the basis of the compressor speeds shown on cockpit
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Fig. 5 Original engine air inlet filtration system 
Fig. 6 Improved engine air inlet filtration system 

Each engine inlet contains a series of filter elements, and filtered air 
passes up through elbow ducts to the engine in the engine bay above 
the filter bay. 

Early operation of the craft over water indicated that engine com
pressor degradation due to salt ingestion became significant after very 
short periods of operation. Prior experience with surface effect ships 
in a similar environment had developed a compressor performance 
monitoring technique which was employed on JEFF(B). Measure
ments were made of the compressor inlet and delivery pressures to 
calculate a pressure ratio. For a clean compressor, this ratio is uniquely 
related to corrected compressor speed. Underway measurements of 
pressures, compressor speed, and inlet air temperature enabled a 
check to be made on pressure ratio versus corrected speed. Based on 
Avco Lycoming test experience, a 6-percent degradation in com
pressor ratio was set as a limit to retain an adequate compressor surge 
margin. 

With the initial engine air inlet filtration system, this degradation 
limit was reached in a period of time as short as 15 min. The engines 
were equipped with built-in water-wash spray rigs. Injection of 10 
gallons (0.04 m3) of freshwater, while the engine starter is cranking, 
effectively removes salt deposited on the compressor and restores 
compressor efficiency. 

The original filter system consisted of a Donaldson swirl tube 
separator followed by an Altair agglomerator pad (Fig. 5). To improve 
water droplet removal, an additional filter stage of Heil vanes was 
added upstream of the original system, protruding inboard onto the 
deck space. With this additional filtration, operations of one or two 
hours duration were made without excessive compressor degradation. 
However, overwater operation at low craft speeds still created suffi
ciently heavy spray at the air inlet face to rapidly degrade compressor 
performance. Evaluation of the normal spray pattern over the craft 
underway at speeds above hump speed showed that the aft sidewall 
areas received heavy spray, whereas the forward deck area was dry. 
Inlet air ducts were added extending forward to draw engine air from 
a point inboard of the lift fan inlets. With these ducts installed, a 
further improvement in operating time without compressor degra
dation was realized. However, the ducts encroached on the available 
on-deck cargo space. 

A combined Bell/Navy series of tests was performed at the Navy 
Air Propulsion Center to evaluate alternative multiple-filter combi
nations. Tests on the craft had established that at the engine inlet area 
a saltwater concentration of 500 ppm was possible. Avco Lycoming 
engine tests on a similar engine (TF-35) set limits of 0.14 ppm on the 
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Fig. 7 Engine air inlet filter efficiency in reduction of salt spray ingestion 

salt ingestion the engine could accept without excessive compressor 
degradation. Therefore, the required filter efficiency was 99.97 percent 
water particle removal. The TF-40 engine specification sets a limit 
of 0.1 ppm salt ingestion. Several filter combinations tested showed 
filter efficiencies in excess of 99.9 percent, depending upon incoming 
spray particle size. Measurement of filter efficiencies of the order of 
99.98 percent was found to be almost impossible due to the problem 
of accurately sampling the downstream airflow with extremely low 
particle counts. 

Based on the test data, a six-stage air filter was designed and in
stalled, primarily within the original filter bay, encroaching only 15 
in. (0.38 m) on the deck space (Fig. 6). With this filter installed, mis
sions in excess of five hours in sea state 2 have been completed without 
excessive compressor degradation (Fig. 7). Post-mission water washes 
are routinely performed to remove accumulated salt and to reduce 
the probability of a larger accumulation over a series of operations 
which might not yield to washing. To date, no evidence of permanent 
engine performance loss has been apparent. One engine turbine sec
tion was removed for inspection after 100 hr of operation. No hot-
section degradation was noted. Engine operating time at present (Dec. 
1979) is 300 hr. 

The new engine inlet filter design has two stages of agglomerator 
screen material which should trap solid particles entrained in the inlet 
air. The outer stage has been designed to be easily removable for 
cleaning. In the event that the filter system becomes clogged by par
ticles, blow-in doors are provided downstream of the filter system in 
the engine air inlet plenum chamber which open when a depression 
of 15 in. (0.38 m) of water is reached. This permits continued operation 
for short periods with the filter system bypassed. 
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Engine Exhaust System
Due to the restrictions on craft overall dimensions, in order to fit

within an LSD well deck, the engines are installed with a unique ex
haust diffuser duct. This duct consists of a short exhaust diffuser
dumping into a vertical exhaust stack. Low-velocity exhaust plumes
are discharged upward, with an inboard bias which was imposed by
craft structural limitations. At low speeds underway, the exhaust
plumes can be deflected by external air movements and reingested
in either the engine or lift fan inlets (Fig. 8). Operation within the LSD
well deck, with limited ventilation for engine exhaust, results in
generally elevated inlet air temperatures. To date, occasional air in
take temperature values as high as 180°F (82°C), lOO°F (56°C) above
ambient, have been noted. Such high inlet temperatures obviously
degrade available engine power, but no engine control malfunctions
have resulted to date. Exhaust stack extensions which provide a 3-ft.
(0.91 m) vertical extension with an outboard deflection of the exhaust
have been added to reduce inlet reingestion of exhaust gases. The
impact of the longer stacks on the temperature of adjacent structures
within the LSD well deck remains to be determined.

Salt-Spray Environment
In the high salt-spray water environment, special care is required

to protect engine and control components from corrosion. Although
the TF-40 engines are installed internally in the craft sidewall
structures, the engine bays must be ventilated with air. Air drawn
fwm the local environment contains salt-water vapor and may be hot.
Engine bay air temperature limits of 180°F (82°C) bave been set to
protect key solenoid fuel valves and to retain a margin for the fire
warning system, which can trigger at an area temperature of 220°F
(104°C) or a local hot spot of 400°F (204°C). Therefore, the engine
bay has all the characteristics of a saltwater sauna. Some minor rusting
has occurred on compressor diffuser casings and on bolts in the
combustor casings. Avco Lycoming has replaced the combustor bolts
with a higher grade stainless steel bolt.

Engine electronic control boxes are located adjacent to the engine
bays in access tunnels open to the on-deck environment. High hu
midity and water from post-mission water washdown of the craft
dictates that the engine control boxes must be of submersible quality.
External cable connectors must be absolutely watertight at the back
closures, and must be made of noncorrosive materials.

Operation of the TF-40 engines in the JEFF(B) has demonstrated
the flexibility implicit in a multi-engine, free turbine drive system.
Despite an extremely hostile environment, engine serviceability has
been excellent.

The salt environment must inevitably result in some accumulation
of salt on compressor blades, with attendant performance degrada
tion. Present air inlet filter systems permit 4- to 5-hr mission profiles
to be completed before engine water washing is required. In early
development operations, compressor ratio degradations of as much
as 15 percent were recorded. In some instances engine compressor
surges occurred, but engines continued to run without component
damage. One engine has incurred over 30 surges during operational
and test cell experience. Compressor blades from this engine have
been subjected to fatigue testing, and the results indicate no signifi
cant reduction in blade life due to surging.

To insure engine operation with acceptably clean compressors, a
special Bell-designed engine health monitor (EHM) display has been
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installed. This display alerts the operator should any engine reach a
point at which the engine compressor pressure ratio falls more than
6 percent below the nominal value. A microprocessor is employed to
compute pressure ratio and corrected compressor speed, and to
compare actual to nominal relationships between these parameters.
In addition to the display of pressure ratio degradation in excess of
6 percent, the EHM can be selected to display individual parameters
for detailed troubleshooting of a problem engine. Bell and Avco Ly
coming engineers are continuing a dialogue to improve the engine
control system so that an adequate surge margin can be maintained
with a degraded compressor. Engine acceleration fuel scheduling,
presently programmed by compressor speed, may be changed by the
incorporation of an overriding compressor delivery pressure controller
loop which would reduce acceleration fuel available for substandard
pressure ratios.

Conclusion
Experience gained to date with the JEFF(B) TF-40 engine instal

lation has confirmed that the marine gas turbine is an acceptable
power plant for high-performance air cushion vehicles operating in
an unusually severe environment. Future developments of the JEFF
craft will provide the Navy and Marine Corps with a unique new as
sault system, equally at home on water or on land.
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Variable Geometry, Lean, Premiied, 
Prewaporized Fuel Combustor 
Conceptual Design Studw 
Four lean premixed prevaporized (LPP) combustor concepts have been identified which 
utilize variable geometry and/or other flow modulation techniques to control the equiva
lence ratio of the initial burning zone. Lean equivalence ratios are maintained at high 
power engine operating conditions for low NOx emissions, while near stoichiometric con
ditions are maintained at low power for good combustion efficiency and low emissions of 
carbon monoxide and unburned hydrocarbons. The primary goal of this program was to 
obtain a low level of NOx emissions (<3g/kg fuel) at stratospheric cruise conditions; addi
tional goals are to achieve the currently proposed 1984 EPA emission standards over the 
landing/take off cycle and performance and operational requirements typical of ad
vanced aircraft engines. Based on analytical projections made during this conceptual de
sign study, two of the concepts offer the potential of achieving the emission goals. How
ever, the projected operational characteristics and reliability of these concepts to perform 
satisfactorily over an entire flight envelope would require extensive experimental sub
stantiation before an engine application can be considered. 

I n t r o d u c t i o n 
The effects of pollutants released in the stratosphere by aircraft 

operating at high altitudes may create a hazard to man and his envi
ronment. The concern with these pollutants relates primarily to the 
potentially adverse effect of oxides of nitrogen (NOx) on the strato
spheric ozone layer. The consequences of depletion of this ozone layer 
have been studied by the U.S. Department of Transportation under 
the Climatic Impact Assessment Program (CIAP). The "Report of 
Findings" from this study concludes that the control of oxides of ni
trogen at high altitude may be required in the future [1]. 

As a result of the findings of the CIAP, it has been recommended 
to the Department of Transportation that research and development 
be aimed toward a reduction in the emission of oxides of nitrogen by 
a factor of 10 within the next decade, and that the research programs 
be aimed at substantial further improvement in emissions to be re
alized in practical engines during the ensuing decade. 

The U.S. Environmental Protection Agency (EPA) has proposed 
regulations to control aircraft emissions below 3000 ft altitude. These 
regulations require substantial reduction in exhaust gas emissions 
of current gas turbine engines. Engine modifications are currently 
under development to provide substantial improvements in low power 
combustion efficiency and reductions in carbon monoxide and hy
drocarbon emissions. Combustors such as staged and premixed 
burning have demonstrated potential for providing EPA required 
reductions in NOx emissions. Even further reductions in NOx emis
sions will be required to obtain the magnitude of reduction desired 
for stratospheric cruise conditions. 

In response to these needs, the National Aeronautics and Space 
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Administration (NASA) initiated the Stratospheric Cruise Emission 
Reduction Program (SCERP) to develop lean, premixed, prevapor
ized (LPP) combustor technology capable of reducing critical exhaust 
emissions over the full range of aircraft operation. The initial phase 
of a four-phase program was begun in 1976 to examine various aspects 
of LPP combustion which required more understanding and to es
tablish design criteria for concepts having the potential of meeting 
program objectives. 

This paper summarizes the results of a program in the Phase I effort 
to identify, conceptually design and analytically evaluate LPP com
bustor concepts utilizing variable geometry and/or other flow control 
techniques. More detailed information on this program may be found 
in the literature [2]. This program was performed under NASA con
tract NAS3-21256 by Prat t & Whitney Aircraft Group of United 
Technologies Corporation. The program was directed out of the 
Combustion and Pollution Research Branch of the Airbreathing 
Engines Division at the Lewis Research Center. 

P r o g r a m D e s c r i p t i o n 
The overall objective of this program was to identify promising lean 

premixed-prevaporized combustor designs which incorporate variable 
geometry, and examine their potential for meeting performance, 
emissions, and operational requirements of advanced aircraft gas 
turbine engines. The primary goal is a low level of NOx emissions 
(<3g/kg fuel) at stratospheric cruise conditions. The emission and 
performance goals of the program are shown below. 

P r o g r a m Goals 

1 NOx EI < 3 g/kg fuel at subsonic cruise 
2 Proposed 1984 EPA emissions standards for T-2 thrust class 

aircraft over the landing-takeoff cycle 
CO EPAP < 25 g/kN 
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UHC EPAP < 3.3 g/kN 
N0 X EPAP < 33 g/kN 
Smoke No. < 20 

3 Combustion efficiency 
> 99.9 percent at sea level take-off 
> 99.5 percent at ground idle 
> 99.0 percent at all other operating conditions 

4 Combustor section pressure loss 

AP 
< 5.5 percent at all operating conditions except idle 

5 Altitude relight capability > 10.7 km 
Four combustors were defined for the cycle and performance pa

rameters anticipated for the energy efficient engine (E3), currently 
being developed under a contract with NASA. The E3 is configured 
as a high bypass ratio (6.5:1) engine in the 190,000 Newton thrust class, 
with a pressure ratio of about 38:1 at the cruise design point. The 
overall length of the Es combustor section (between the trailing edge 
of the compressor exit guide vane and the leading edge of the first 
turbine inlet guide vane) is 0.44m, and minimum and maximum di
ameters are 0.42m and 0.99m, respectively. Representative operating 
conditions of the -E3 for the design points of the landing/ takeoff cycle 
and for maximum rated cruise are presented in Table 1. 

L P P Combus tor D e s i g n C o n s i d e r a t i o n s 
It has been established that the means to achieve low emissions is 

homogeneous combustion (via premixing and prevaporization) and 
close control of the gas temperature history in the combustor. To 
minimize low power emissions of unburned hydrocarbons and carbon 
monoxide near stoichiometric burning is desirable, while lean com
bustion is necessary to curtail NOx emissions. Since the techniques 
for reducing low power emissions conflict with methods for reducing 
high power emissions, the apparent solutions are either a multi-stage 
combustor where each stage is employed and optimized for a partic
ular flight condition, or a variable geometry combustor to accom
modate optimization of the stoichiometry by means of airflow mod
ulation. The latter approach is more attractive, if practical, since it 
can theoretically alleviate the off-design fall-off in performance at 
intermediate flight conditions and the associated increase in emissions 
that has been experienced with previous attempts at employing 
premixed combustors [3]. 

The ideal variable geometry LPP combustor would be designed to 
modulate the combustor airflow, mix and vaporize the fuel in air in 
proper proportions for each engine operating condition, and burn the 
controlled homogeneous mixture efficiently, thereby minimizing 
exhaust pollutants. The successful application of LPP combustion 
to practical engine combustors imposes a number of considerations 
that often result in contradictory requirements. Some of these factors, 
such as the characteristics of the compressor discharge flow field, fuel 
preparation and vaporization, autoignition and flashback, flame 
stability, and cooling and dilution air requirements will be dis
cussed. 

Compressor Exit Flow Characteristics. A basic requirement 
of the LPP combustor is to supply the combustion zone with a ho
mogeneous mixture of air and fuel vapor over the entire engine power 
range. The premixing passages should be flowing full, uniform and 

devoid of recirculating flows. However, the compressor exit aerody
namics in conjunction with flow nonuniformities caused by diffuser 
case struts, fuel nozzle supports and, possibly, variable geometry 
devices are in direct conflict with the need to provide the premix 
passages with uniform, well defined airflow. It is apparent that the 
tolerance of LPP combustors to variations in combustor inlet flow 
conditions has to be considered, as is the role of the diffuser in am
plifying or damping flow nonuniformities. The unattractive alter
native is to design around the flow maldistributions via compart-
mentalization of the combustor. 

Fuel-Air Preparation. It is recognized that even in the ideal case 
of a uniform flow field feeding the premixing passages, fully premixed 
and prevaporized mixtures may not be obtainable over the entire 
engine operating range. In the absence of an external vaporizer, some 
of the factors that influence fuel vaporization are air temperature and 
pressure, combustor inlet turbulence level (and possibly scale), and 
type of fuel injection system, i.e., airblast, air-assist, or pressure at
omizer. Figure 1 shows analytical predictions of fuel droplet evapo
ration as a function of pressure [4]. When the ignition delay charac
teristics of Jet-A fuel [5] are superimposed, it can be seen that va
porization may also be limited by premixed passage autoignition re
strictions. 

A spray evaporation model developed during the P&WA/NASA 
Catalytic Burner Program [6] was used to calculate the degree of fuel 
vaporization for parametric variations in premixing passage length, 
velocity and droplet size! The results of this analytical investigation 
pointed out the importance of ultra fine atomization at the design 
conditions for high pressure ratio advanced gas turbine combustors. 
In an attempt to achieve very small droplets, the fuel injectors de
veloped during this program were designed with as many injection 
sources as practical, without impinging fuel on liner walls and with 
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Fig. 1 Effect of pressure on Ignition delay and vaporization times for JP-
4—inlet air temperature, 833 K 

Table 1 Representative Operating Conditions for the Energy Efficient Engine 

Ground8 

Idle Approach Climb 
Sea-Level 
Takeoff 

Maxb 

Cruise 

Combustor Inlet Temperature (K) 
Combustor Inlet Pressure (atm) 
Airflow Rate (kg/s) 
Combustor Exit Temperature (K) 
Combustor Exit Pressure (atm) 
Fuel Flow Rate (kg/s) 
Overall Fuel-Air Ratio 

473 
4.4 
14.0 
815 
4.1 
0.13 
0.009 

621 
11.7 
31.6 

1118 
11.0 
0.43 
0.0137 

777 
27.0 
62.4 

1522 
25.5 
1.38 
0.0221 

810 
31.2 
70.2 

1611 
29.5 
1.68 
0.0240 

754 
13.8 
31.7 

1533 
13.1 
0.74 
0.023 

a Std. Day—mrmstalled (7 percent power) 
b Alt = 10.7 km, Mn = 0.8 
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Fig. 2 Effect of mixture uniformity on rate of formation of nitric oxide 

no wakes where fuel could be entrained and possibly exceed autoig
nition limits. An analytical prediction [7] showing the effect of burning 
zone uniformity on the rate of NO formation is presented in Fig. 2. 
It is apparent that the NOx emission characteristics should be assessed 
for those engine operating conditions which result in deviations from 
homogeneous fuel mixing and vaporization. 

Autoignition and Flashback. Perhaps the most hazardous 
characteristics that may hinder the practical application of the LPP 
combustor in advanced aircraft engines are the phenomena of au
toignition and flashback. Many of the experimental rig programs 
including those sponsored by NASA have experienced autoignition 
or flashback problems [4]. Autoignition occurs when the residence 
time of the fuel-air mixture in the premixing passage exceeds the 
ignition delay time. Flashback occurs when the flame propagation 
velocity exceeds the mixture velocity, enabling the flame to detach 
from the intended flameholder and propagate into the premixing 
passage. In either case, autoignition or flashback, burning takes place 
in the premixing/prevaporizing passage, resulting in potential damage 
to the combustor and, possibly, the entire engine. 

The autoignition characteristics of Jet-A fuel [8] are presented in 
Fig. 3. Some of the E3 operating temperatures and pressures are su
perimposed on the figure. Clearly SLTO (sea level take-off) operating 
condition is the power setting that allows minimum margin for au
toignition. In defining the premixing passages for the LPP system, 
precautions have to be taken to avoid potential flow problems, such 
as wakes behind variable geometry devices, which could increase the 
residence time of fuel-air mixture in the premixing passage. If flow 
distortions resulting from variable geometry devices are unavoidable, 
the design should attempt to restrict these problems to operating 
conditions corresponding to lower pressures and temperatures, e.g., 
idle. Reducing the mixture required residence time (mixing length) 
by preheating or prevaporizing the fuel is another approach to mini
mizing the potential for autoignition. Incomplete mixing/vaporization, 
hence higher NOx emissions at SLTO power conditions, must be 
weighed against providing adequate margin to avoid autoignition. 

Stabilization. The combustor front end airflow required to es
tablish lean combustion during high power operation may result in 
flame blowout at lower power conditions. There are two approaches 
to alleviate this design problem. The first is to employ variable ge
ometry to modulate the airflow in order to meet the stability re-
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Fig. 3 Autoignition delay times as function of inlet air pressure and tem
perature 

quirements over a wide range of operating conditions. The second 
approach is to utilize a pilot combustor incorporated into the LPP 
system. The pilot combustor would be used for starting, ground idle 
and altitude relight; the LPP system would be staged in the power 
conditions above idle. This would require a smooth transition between 
the pilot and LPP stages to ensure proper acceleration and deceler
ation characteristics. An additional design concern in this application 
would be fuel nozzle coking after the stage has been shut down. 

Cooling and Dilution Air Requirements. The utilization of 
variable geometry, though desirable from a combustor performance 
viewpoint, introduces significant complexity and difficulty with re
spect to combustor design. A typical single stage combustor operating 
at stoichiometric fuel-air ratio at idle power setting would require 
approximately 15 percent of the total combustor airflow in the front 
end. The same stage at cruise or SLTO power setting would require 
approximately 65 percent of the combustor airflow to maintain an 
equivalence ratio of 0.55. Utilization of 65 percent of the available 
combustor airflow in the front end premixing process leaves only 35 
percent for dilution and liner cooling. Although a significant side 
benefit of LPP combustion is a reduction in the potential for hot 
streaks and a reduction of flame radiation due to lower primary zone 
gas temperature, the combustor liner design would have to incorporate 
highly efficient cooling schemes which are also tolerant to variations 
in liner pressure drop. 

Combustor Designs 
Four concepts were selected for conceptual design, analysis and 

evaluation as potential lean premixed prevaporized configurations. 
The combustors were the axial flow annular type. The concepts se
lected allowed the evaluation of three variable geometry techniques 
used in various combinations with advanced burner designs. In order 
to ensure the ultimate adaptability of the proposed designs to actual 
engine hardware, it was necessary to restrict the selection process as 
described below: 

1 Simultaneous control of initial burning zone (IBZ) and dilution 
zone airflow would be required in order to maintain a nearly 
constant combustor section pressure loss at all operating con
ditions. Although increasing the complexity significantly, the 
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Fig. 4 Variable geometry LPP combustor—concept 1 

variation in pressure loss resulting from individual control was 
felt to be intolerable. 

2 Any attempt to control airflow upstream of the IBZ injection 
plane would have to be carefully designed to minimize 
wakes. 

3 The variable geometry mechanism would have to be capable 
of fast response. 

4 A safety factor of about 2.5 would be applied to autoignition 
residence time data. 

Concept 1. Concept 1 shown in Fig. 4 features 24 premix passages 
each equipped with a translating centerbody that provides both the 
desired area modulation between idle and SLTO and a bluff body 
recirculation zone for flame stabilization. The design evolved from 
a desire to meter front end airflow at the IBZ injection plane and ac
celerate the flow in order to minimize the possibility of flashbacks. 

The conical flameholder is based on a design evaluated in a NASA 
program [9] that demonstrated low NOx emissions and overall good 
stability. The reference design was used to establish the overall cone 
size and shape based on a desired degree of blockage, while the 
number of passages, 24, was selected for compatibility with the 24-
strut design of Ea. The outer contour of the passage was sized to allow 
the annulus area to vary as required for equivalence ratio control. At 
idle conditions, an IBZ equivalence ratio of 1.0 is maintained to insure 
high combustion efficiency and low emissions of carbon monoxide and 
unburned hydrocarbons, while at high power conditions, the equiv-
alance ratio is reduced to 0.55 to control oxides of nitrogen. The test 
results from previous low emissions combustor programs (3 and 10) 
were used in selecting an idle IBZ of 1.0 while the experimental premix 
data of Anderson [11] were used in selecting a value of 0.55 for high 
power operation. 

Bach of the 24 premixing passages contains four fuel injectors with 
two fuel injection holes at the injection plane spraying fuel toward the 
support struts for the air nozzle plug. These struts serve as splash 
plates or a filming surface if any atomized fuel droplets impinge on 
them. Because of the importance of fuel spray quality in the vapor
ization process, the design of the fuel injector must be considered as 
a critical design item. The fuel injection system for Concept 1 repre-

SECTION BETWEEN 
PREMIX PASSAGES 

Fig. 5 Variable geometry LPP combustor—concept 2 

sents an attempt to maximize the number of fuel source locations to 
obtain the highest possible degree of vaporization, and premixing. 

A dilution control device that meets the design objective of con
trolling a large quantity of airflow has been incorporated in the 
Concept 1 design in order to maintain a nearly constant combustor 
section pressure loss at all operating conditions. The design shown 
in Fig. 4 utilizes a valving arrangement to bypass combustor inlet air 
at low power operation. The valve is closed during high power oper
ation and can be partially open at part power to modulate the flow 
of bypass air. The valve consists basically of a conical ring which is 
translated axially by a set of crank arms around the combustor outer 
case. The outer arm of each set is connected to a unison ring rotated 
by an appropriate actuation device. 

Concept 2. Concept 2, shown in Fig. 5, employs fuel staging in 
addition to variable geometry in an attempt to improve transient 
stability. Basically, the design consists of 24 premixing tubes, each 
with concentric inner and outer fuel/air mixing passages. The inner 
passage, which has fixed geometry and is supplied with fuel through 
an aerating nozzle, serves as the pilot stage while the outer annular 
passage, which is equipped with a variable geometry sleeve, serves as 
the main stage. Swirling flows generated within each passage act to 
enhance vaporization and mixing of the fuel air mixture and also 
stabilizes the flame in the combustion zone. An axially sliding sleeve 
with a conically diverging forward end opens and closes the circum
ferential secondary mixing tube inlet. Actuation of the sliding sleeves 
is provided by the ball jointed linkages which are connected to the 
dilution control valve ring. External actuation of the circumferential 
unison ring rotates 12 crank arm assemblies to provide axial trans
lation of the exit valve ring. The linkage is designed so that the sec
ondary air premix tube valve is open when the exit bypass valve is 
closed and vice versa. 

The central primary air tube contains an aerating nozzle and swirl 
vane assembly supported by three struts. Primary and secondary fuel 
passages in the main support strut feed circular fuel manifolds. Fuel 
and air schedules are adjusted for stoichiometric combustion at idle 
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ID . BLEED THRU STRUTS 

SECTION B-B V-GUTTER 
FLAMEHOLDER 

Fig. 6 Variable geometry LPP combustor—concept 3 

for high combustion efficiency and low levels of UHC (unburned 
hydrocarbons) and CO (carbon monoxide) while lean conditions are 
maintained at high power to reduce flame temperature and limit NOx 

production. At idle, fuel and air are supplied through only the inner 
passage while the outer passage is closed off to both except for a small 
amount of purge air to prevent recirculation of combustion gases into 
the tube. At the approach condition both inner and outer passages 
are fueled with the majority of fuel still supplied through the inner 
passage. At this condition, outer passage airflow is low, to keep the 
equivalence ratio sufficiently high for good CO and UHC emissions. 
At the high power conditions, most of the fuel is supplied through the 
outer tube and the air passage valve is near full open so that the 
equivalence ratio will be close to the desired 0.55. During high power 
operation, the pilot passage equivalence ratio will be maintained above 
0.55 to provide protection against lean blow-outs during snap decel
eration. Since the percentage of fuel supplied through the pilot is low 
at these conditions, the pilot contribution and hence the increase in 
overall NOx level will be small. 

Concept 3. The Concept 3 as shown in Fig. 6 is a radially staged 
burner design incorporating an aerated nozzle fueled, swirl stabilized 
pilot zone, located inboard and upstream of a premixed/prevaporized 
main zone. The main zone premix passage is separated into 24 com
partments that occupy approximately 70 percent of the available 
burner inlet circumferential area. The remaining area between pas
sages is used for structural support to allow a free floating flameholder 
design. Several flameholder types were evaluated before selecting the 
V-gutter design presented in Fig. 6. Each compartment contains four 
individual V-gutters that are free to expand in the longitudinal di
rection in order to minimize stresses and distortions. The size and 
spacing within each compartment were selected from the results of 
a previous NASA program [9] in which a conical V-gutter flameholder 
was evaluated for stability and emissions. Forty-eight pressure at
omizing fuel nozzles mounted on the pilot fuel nozzle supports supply 
the main zone with fuel. 

The concept differs from the previous designs in the method in 
which front end airflow and equivalence ratios are controlled. Instead 
of a mechanical type of area modulation, diffuser wall bleeding is used 

Fig. 7 Variable geometry LPP combustor—concept 4 

to vary the inlet air velocity profile. Both inner and outer wall bleeds 
are used to divert airflow from the burner front end at only the ap
proach condition. The design is based on a variable geometry com
bustor evaluated as part of a research program directed at determining 
the feasibility of controlling exhaust emissions in a purely aerody
namic manner [12]. 

Concept 4. The Concept 4, shown in Fig. 7, was patterned after 
a promising design developed during the NASA/Pratt & Whitney 
Aircraft Advanced Low Emissions Catalytic Combustor Program 
[61. 

Valves located in the outer diameter shroud area allow simultaneous 
control of primary and dilution zone airflows. At the idle condition 
the inner valves are closed and the outer ones are open. This prevents 
air from entering the primary zone through the side ports, allowing 
stoichiometric burning for high combustion efficiencies and low levels 
of CO and UHC. At high power conditions the outer valves are closed 
and the inner ones are open, allowing the combustion air to enter the 
primary zone through the side ports, providing very lean combustion 
for reduced NOx emission levels. A split diffuser is used to give the 
desired flow split between inner diameter and outer diameter shroud. 
To insure adequate cooling of the front end combustor outer liner at 
all conditions, cooling airflow is provided by double wall construction, 
with the resultant annulus feed from inside the hood. A separate an-
nulus passage is provided between the outer valves and the outer 
diffuser case to supply both cooling air necessary for the combustor 
outer liner aft section and dilution air for temperature distribution 
control. Twenty four airblast fuel injectors are provided in a con
ventional externally removable arrangement. 

The size and location of the air control valves introduced several 
mechanical design problems. Physical size restraints required both 
an outward expansion of the burner case to accommodate the valve 
assembly and a recontouring of the diffuser to provide an aerody-
namically clean feed to the valve inlet tubes. Furthermore, the re
sultant "one sided" combustor could introduce penetration and 
mixing deficiencies that would adversely effect both emission and exit 
temperature distribution. Providing additional air control valves in 
the inner diameter shroud area was considered as a possible fix, but 
since it would result in a drastic increase in complexity without 
eliminating the physical size problems it was not incorporated in the 
design. 
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Design Analysis Table 2 Emission Estimates 

Gas turbine engine combustors must satisfy many functional re
quirements simultaneously. The combustor must be capable of 
burning all the fuel efficiently while constraining exhaust pollutants 
to stringent limits. The mean temperature of the gases leaving the 
combustion section has to be commensurate with cycle efficiency 
requirements, but the maximum local temperature and temperature 
radial distribution (profile) must be compatible with turbine material 
limitations. All functions must be performed with minimum pressure 
loss, since such losses represent a reduction in available energy to the 
cycle. The combustor must ignite the fuel-air mixture easily and be 
capable of keeping it lit over wide ranges of fuel temperature, ambient 
air temperature and ambient pressure. It must not be subject to 
blowouts resulting from either too rich or too lean fuel-air mixtures, 
and it must retain its efficiency over the required operating range of 
the engine. Off-design temperature rise capability has to be com
patible with the rotating machinery characteristics so that smooth 
acceleration of the engine can be achieved. Response of the combustor 
to throttle movements must be rapid to permit safe flight operations. 
The combustion section is required to perform all these functions 
while containing a high temperature combustion process and not 
compromising the durability of the engine. Each concept was analyzed 
for its potential in meeting the basic requirements described above 
and the emission and performance goals of this program shown in the 
program description section. In these analyses, test data have been 
used wherever available to assess or substantiate the evaluation. 

Emission Estimates. The estimated emissions for the four con
cepts are presented in Table 2. As indicated, the CO and UHC levels 
for all four concepts are expected to meet the program goals, except 
for Concept 3 UHC which is slightly above the EPAP goal of 3.3. The 
estimates were made from the combustion efficiency relationship by 
assumming a CO to UHC ratio of 7 to 1 at idle based on several pre
vious emissions programs. 

The primary goal of the program was, however, to achieve the NOx 

goal at the cruise condition. As shown, only two concepts, 1 and 2, are 
expected to attain values near the goal EI of 3.0. NOx emissions for 
Concept 1 at cruise were estimated by two methods, the first used data 
generated in a recent NASA program [13] to account for the effect of 
incomplete vaporization. Using data from this study, a NOx EI at 
cruise of 3.1 was predicted for the Concept 1 configuration operating 
at approximately 70 percent vaporization. The effect of the incom
plete vaporization was also estimated by comparing the results ob
tained with a premix burner design that was evaluated in a Pratt & 
Whitney Aircraft engine test program [3]. In the reference program, 
the combustor premix passage was operated at an equivalence ratio 
of approximately 0.65 and a calculated vaporization of 45 percent. By 
assuming that the difference between the measured NOx and the 
predicted value for 100 percent vaporization and perfect mixing was 
due to the unvaporized fuel, an estimate was made of the emissions 
for the Concept 1 configuration operating at 70 percent vaporization 
with some droplet burning. At the cruise condition, the NOx emissions 
index was estimated at 3.9 using this approach. Since this second es
timate is based on actual engine data, it is probable that the higher 
value is the result of poor fuel/air preparation. It is likely that the 
value for the Concept 1 configuration when tested at E 3 cruise con
dition will be somewhere in between. 

The emission levels predicted for Concept 2 were estimated from 
the results of a Prat t & Whitney Aircraft rig test program directed 
at evaluating the configuration from which Concept 2 has been 
modeled. Variable geometry was simulated by utilizing blockage rings 
in back-to-back rig tests to vary the airflow through an outer passage 
which served as the main combustor stage. At idle conditions, fuel and 
air were supplied through just the inner pilot stage, while at higher 
power condition, the blockage rings were removed and both the inner 
and outer passages were fueled. Although testing during this program 
was limited in scope, the results did demonstrate the excellent po
tential of this concept toward NOx emission reduction. When these 
test data were extrapolated to the E3 cruise condition, NOx EI for 
Concept 2 was estimated at 2.4. 

Journal of Engineering for Power 

Concept 
Goal 1 . 2 3 4 

COEPAP(g/kN) <25 12 24 21 12 
UHC EPAP (g/kN) <3.3 1.7 0.5 3.9 1.7 
NOx EPAP (g/kN) <33 <33 <33 >33 : <33 

<332 

NOx EI at cruise (g/kg) <3.0 3.1 to 3.9 2.4 301 7.5 
4.82 

Smoke no. <20 <10 <10 <10 <15 
1 With 25 percent front end flow diversion 
2 With 50 percent front end flow diversion 

During the preliminary analysis of Concept 3, it was evident that 
the degree of front end airflow modulation available with a diffuser 
bleed control was critical in estimating emission levels. The analysis 
was therefore conducted for different values of airflow diverted from 
the combustor front end. Specifically, values between 25 and 50 
percent were considered even though the higher percentages (over 
25 percent) were considered beyond the reach of current tech
nology. 

The flow distribution within the combustor was determined by 
setting the equivalence ratio at approach with bleed sufficiently high 
to ensure a combustion efficiency of 99.0 percent. The test results from 
previous emission program [3] were used in establishing a value of 0.70 
at approach. The unbled equivalence ratios at cruise were then 
back-calculated for each bleed condition being analyzed and NOx 

emission levels at cruise were estimated following the same theoretical 
procedure used for Concept 1. The results of the analysis as shown 
in Table 2 indicate that unless a very high percentage of flow can be 
diverted, this method does not have much potential for NOx reduc
tion. 

NOx emissions for Concept 4 were estimated based on an assumed 
50 percent variation in IBZ equivalence ratio due to poor mixing and 
were calculated from pollutant measurements taken from partially 
mixed turbulent flames during a flame tube study at Pratt & Whitney 
Aircraft [14]. 

Comparison of Concepts. As shown in Table 2, Concept 1 and 
2 offer the potential of achieving the emission goals while Concepts 
3 and 4 are considered to have very little chance for satisfying the 
program NOx emission goals at cruise; Concept 3 lacks a sufficient 
bleed capability and Concept 4 because of poor fuel air mixing. 

In comparison with Concepts 1 and 2, Concepts 3 and 4 are con
sidered inadequate in the area of combustor performance, Concept 
3, due to probable variations in pressure drop and poor combustion 
efficiency at approach, and Concept 4 as a result of a potentially 
troublesome pattern factor and exit radial temperature profile. 

Concept 2 was judged slightly superior to Concept 1, because of an 
expected improvement in stability, relight capability and transient 
operation with dual staged fuel nozzles. 

C o n c l u d i n g R e m a r k s 
Based on the analytical projections made during this conceptual 

design study, two of the four concepts (Concepts 1 and 2) offer the 
potential of achieving the emission goals while satisfying nearly all 
of the performance requirements. However, the projected operational 
characteristics and reliability of any of these concepts to perform 
satisfactorily over an entire high pressure ratio aircraft engine enve
lope would require extensive experimental substantiation before an 
engine application can be considered. 

Other fundamental SCERP Phase I activities and this design study 
program revealed areas of concern as well as the need for technology 
improvement. The LPP is based on supplying the combustion zone 
with well mixed and well vaporized fuel-air mixture. Both these goals 
may prove to be difficult to attain in practice, within reasonable 
combustor lengths and without incurring autoignition and/or flash
back. In the design of the premixing passages for the LPP systems, 
precautions were taken to avoid potential flow problems, such as 
wakes behind variable geometry devices and fuel injectors, which 
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could increase residence time of the fuel air mixture in the premixing 
passage. Incomplete mixing/vaporization, hence higher NOx emis
sions, were weighed against providing adequate margin to avoid au-
toignition and flashback. 

It is evident that future development must concentrate on achieving 
uniform fuel-air mixture preparation if the full potential of this 
concept is to be realized. At the present time, the most practical means 
of achieving rapid fuel vaporization would appear to be ultrafine at-
omization. The effect of utilizing larger quantities of front end com
bustion air requires advanced, efficient cooling techniques to achieve 
the desired liner durability in the more severe operating environment 
of future aircraft engines. An additional design consideration is the 
cooling requirements of the flameholders. On the positive side, lean 
premixed burning should achieve lower primary zone gas tempera
tures, lower smoke levels and a reduction of flame radiation which in 
turn should alleviate the cooling requirements. 

The anticipated design problems with variable geometry features 
are their control, operational characteristics and durability. The air 
staging mechanisms will require control systems and sensors more 
complex than those used in current engines. Until fabrication draw
ings are available and construction, testing and final refinements to 
the combustor hardware have been accomplished, no meaningful 
estimates can be made of the time and cost to develop one of the LPP 
fuel combustor conceptual designs into an operational engine com
bustor. 

Although variable geometry introduces complexity with respect 
to combustor design for emissions reduction, it represents a new de
gree of freedom for advanced engine designs. Future engine require
ments of high thrust-weight ratios, higher temperature rise, smaller 
combustor volume and extended flight envelopes will make it very 
difficult to satisfy both emission and performance requirements. Air 
staging offers the unique potential of significant improvement in both 
areas. 
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Tests of an Improwed Rotating Stall 
Control System on a J-85 Turbojet 
Engine 
An improved version of a rotating stall control system has been tested successfully on a 
J-85-B turbojet engine. Past tests had pointed out the desirability of increasing the re
sponse speed of the control. In this study, the installation of the stall control on the J-85 
was modified so as to decrease the response time of the control by a factor of ten over that 
attained in the past tests. The modified control was tested to see if the decreased response 
time improved the ability to clear rotating stall once it has started, and also to see if rotat
ing stall could be anticipated and prevented by proper selection of the variables in the 
stall control detection system. The performance of the stall control was tested by closing 
the bleed doors on the engine until rotating stall occurred or until the control anticipated 
stall and held the bleed doors open. The tests showed that the control is capable of antici
pating stall before it occurs and keeping the engine completely clear of stall at speeds up 
to 80 percent of design speed. No tests were performed above 80 percent of design speed 
because opening the bleed doors at such speeds might aggravate the stall rather than clear 
it. 

Introduction 
The useful operating range of a turbine engine compressor is greatly 

influenced by its stalling characteristics. The optimum performance 
of a turbopropulsion system is usually achieved when the compressor 
is operating near its maximum pressure ratio. This is generally close 
to the stall line of the compressor where rotating stall and/or surge 
will occur. Because of the serious mechanical damage that may result 
during compressor stall cycles, a factor of safety (stall margin) must 
be provided between the compressor operating line and the stall 
boundary. This is usually done by prescheduling the primary engine 
controls. However, the prescheduling approach has not been entirely 
successful in that experience has shown that provision of a practical 
amount of stall margin does not always keep the engine out of stall 
under all off-design and transient conditions. It is clear, then, that 
an engine control system that can sense incipient destructive unsteady 
flow in a compressor and take corrective action would allow for re
duced stall margins in the design and thus lead to engine performance 
gains or increased operational flexibility. 

The work reported herein is concerned with the development of a 
fast acting control system which can sense the onset of rotating stall 
and keep the engine from operating in the rotating stall mode. The 
control is an electrical feedback control system which uses unsteady 
pressure signals produced by sensors within the compressor to detect 
incipient rotating stall and to provide a correction signal when such 
conditions occur. In a previous program, [1] and [2], the control was 
tested on a low speed research compressor and on a J-85-5 turbojet 
engine. The tests on the J-85 were successful in demonstrating that 
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rotating stall can be controlled at engine speeds up to 70 percent of 
design speed and that the rotating stall detection system worked very 
well. However, the test results at 70 percent of design speed showed 
that, although the control acted fast enough to allow full recovery from 
rotating stall without engine damage of flameout, there was a no
ticeable change in engine operating parameters. Moreover the test 
results did not demonstrate that the stall control system can antici
pate stall and prevent its occurrence completely. 

In the current program, the installation of the rotating stall control 
on the J-85 was modified so as to decrease the response time of the 
control by a factor of ten. This paper summarizes the results of a series 
of tests of the modified control on the J-85 engine. The test program 
had two objectives; the first was to investigate how much improvement 
in stall recovery performance can be obtained by substantially re
ducing the response time of the control, the second was to determine 
if rotating stall can be anticipated and prevented by proper selection 
of the variables in the stall control detection system. 

Brief descriptions of the control and its installation on the J-85 
engine, and a summary of the test results, are presented in the fol
lowing paragraphs. Further details and test results can be found in 
[3]. 

Description of the Rotating Stall Control System 
The operating principle of the rotating stall control system has been 

presented in [1] and [2]. A condensed description is repeated here for 
the sake of clarity and completeness. 

The control is an electrical feedback control system which uses 
unsteady pressure signals produced by pressure sensors within the 
compressor to detect the presence of stall and provide a correction 
signal when stall occurs. In the prototype system, the correction signal 
is used to drive a hydraulic actuator which provides a mechanical 
operation on some variable geometry feature of the compressor to be 
controlled. In an initial demonstration of the control, the variable 
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geometry was the stagger angle of stators in a low-speed research 
compressor. In tests on an aircraft J-85 jet engine, the controlled 
variable geometry features are compressor bleed doors and inlet guide 
vane flap deflection. In principle, the stall control may be applied to 
any compressor or engine which has the variable geometry required 
to eliminate rotating stall. 

The signal conditioning and processing subsystems of the stall 
control are shown in block diagram form in Fig. 1. The signals at 
various stages in the circuit are shown schematically on the right side 
of the figure. In the following description, stator stagger angle is used 
as the stall correcting variable for illustrative purposes. 

1 Time varying electrical signals are obtained from the pressure 
transducers within the compressor (Stage 1). 

2 These signals are bandpass-filtered to remove steady state and 
low frequency variations (which are not associated with rotating stall) 
and high frequency contaminants such as instrument noise and rotor 
blade passage effects (Stage 2). 

3 Each bandpass signal is then processed in an absolute value 
circuit (rectified) to obtain a conditioned detector signal, PD (Stage 
3). 

4 Each conditioned signal, PD, is then input to a voltage compa
rator circuit along with a second signal, PR, which is proportional to 
the static pressure rise, A P R E F , across the compressor. The PR signal 
is conditioned by a critically damped low pass filter so that it responds 
only to slowly varying changes. This signal is used to compensate the 
stall control for changes in compressor operating conditions such as 
compressor rotational speed and aircraft altitude. The comparator 
produces two output signals. The first signal, Stage 4, is obtained by 
comparing the conditioned detector signal, Stage 3, with the reference 
pressure signal, PR. Only that portion of the Stage 3 signal which 
exceeds the reference pressure signal is passed. The second compa

rator output signal, Stage 5, is used to control an electronic gate. This 
signal activates the gate whenever the Stage 3 signal exceeds the 
reference level, PR. The gate has been included in the circuit to ensure 
that the next component in the system, the integrator, is referenced 
to zero voltage whenever the input Stage 3 signal is below the reference 
level, PR. 

5 The Stage 4 and Stage 5 signals constitute the output from a 
typical detector channel in the stall control system. The prototype 
stall control contains ten such channels, each with two outputs. The 
Stage 4 outputs are summed to produce a composite analog signal 
(Stage 24) that represents the combined amount that all pressure 
sensor signals exceed the system reference pressure. The Stage 5 gate 
enabling signals are combined digitally in a logic circuit to produce 
a composite gate enabling signal (Stage 25). 

6 The output from the gate is fed into an integrator. The inte
grator gain and decay rate are independently adjustable. The output 
from the integrator (Stage 6) is then a signal which is obtained by 
integrating only those portions of the conditioned detector signals 
whose absolute values exceed the reference pressure level, PR. With 
proper selection of PR, the integrator output is nonzero only when stall 
is occurring or is very close to occurring in the compressor. When stall 
does occur, the integrator output increases rapidly to provide a cor
rection signal which is proportional to the severity of the stall which 
is occurring. The Stage 6 electrical signal is the basic stall correction 
signal. 

7 The output of the integrator, Stage 6, is summed in opposition 
with a command position signal, Stage 7. This command position 
signal is obtained from the primary engine control system and rep
resents the normal (unstalled) operating schedule for the variable 
geometry on the compressor. The output of the summer, Stage 8, is 
fed back into the primary engine control to move the compressor away 

.Nomenclature. 
B = detector bias level used in conditioning 

of compressor static pressure rise (see Fig. 
2) 

K = detector level gain used in conditioning 
of compressor static pressure rise (see Fig. 
2) 

N = engine speed 
N* = rated speed of J-85 engine, (16,560 

rpm) 
PD = detector signals—amplitude of condi

tioned pressure fluctuations from control 
transducers 

PR = system reference pressure used by stall 
control system 

g0 = inlet dynamic pressure measured up
stream of compressor face 

T = ambient temperature 
A = time delay factor in rotating stall control, 

(0.2 seconds) 
A P R E F = compressor static pressure rise 

measured on outer casing 

. T (Kelvin) 
a = ambient temperature ratio, 

288.2 
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from the stalled condition. In the illustration of Fig. 1, the primary 
engine control is assumed to be a stator vane actuation servo. In this 
case, the servo would act to move the stator vanes away from the 
stalled condition (reduce angle of attack). When the stall has been 
removed, the Stage 3 detector signals decrease below the reference 
level, PR, causing the integrator input, (Stage 24), to drop to zero. The 
output voltage of the integrator, Stage 6, then decays in a way which 
is controlled by the integrator decay circuitry, which consists of a time 
delay circuit, and two decay time constant circuits. When the Stage 
6 signal has decayed sufficiently, the original command signal, Stage 
7, resumes control allowing the engine to resume normal operation 
(stator vanes move to their original position in the illustration). 

The integrator decay circuitry in Fig. 1 is designed to prevent 
over-control of the engine after stall has been eliminated. The circuitry 
produces a short time constant when the electronic switch is closed 
and long time constant when the switch is open. Stall pressures in 
excess of the reference level, PR, cause the electronic switch to open 
and, thereby, establish the long time constant which is maintained 
as long as the stall pressure signal is in excess of PR. If the stall pres
sure signal falls below the reference level, the integrator is switched 
to the short time constant after a specific time delay. Thus, the system 
selects the fast recovery time (short time constant) only if the pressure 
signal remains below the reference level longer than the delay time, 
A. 

In the prototype control system, the mechanical operation com
manded by the electronic console is performed by an electro-hydraulic 
servomechanism. In general, the servo consists of a flow control valve, 
a feedback potentiometer and a linear actuator. Two different servo 
systems have been used in tests on the J-85 engine. In the original 
installation, [1], a small actuator was used in the mechanical feedback 
link of the J-85 fuel control system. The bill-of-material actuators on 
the engine were used to operate the variable geometry. In the current 
installation two larger, high-speed actuators were used to replace the 
bill-of-material engine actuators. Both servo systems are described 
in the following section. 

Installation of Stall Control on J-85-5 Engine 
Stall control tests on the J-85 engine have been performed with two 

different installations for the variable geometry actuators on the 
engine. In both cases, the stall control detection system was the same, 
only the actuation system was changed. In this section, the features 
of the stall detection system, common to both test series, will be de
scribed first. This is followed by a description of the original actuation 
system of [1] and [2]. Finally, a description of the improved high-speed 
actuation system used in the current study is presented. 

Stall Detection System. As described earlier, the inputs to the 
stall control are unsteady pressure signals produced by sensors 
mounted in the compressor. On the J-85 engine, eight pressure 
transducers are used to provide rotating stall control signals. All of 
the transducers are mounted to measure the pressure fluctuations on 
the inner surface of the compressor casing at four axial locations near 
the front of the compressor. Two transducers, separated circumfer-
entially, are used at each axial location. The axial locations are gov
erned by the geometry of the existing compressor casing which in
cludes stiffener flanges on the external surface and stator support 
rings on the inner surface. The four axial locations are as follows: 

1 Near the first stage rotor mid-chord 
2 Near the quarter-chord of the first stage stator, as close to the 

stator suction surface as possible 
3 Near the trailing edge of the second stage rotor 
4 Between the second stage stator trailing edge and the third stage 

rotor leading edge 
The circumferential locations of the control pressure transducers 

were selected so they do not interfere with mounting of the accessories 
and stall control on the compressor casing. 

In addition to the eight control pressure transducers, two other 
pressure transducers were incorporated on the J-85. One of these 
transducers measured the static pressure rise across the compressor 
for use as the input reference pressure, A P R E F , to the rotating stall 
control system. The other transducer was used to measure the dy-
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namic pressure, qo, at the throat of the bellmouth upstream of the J-85 
compressor. This transducer is not required by the stall control sys
tem. It was used simply to provide a measure of the mass flow through 
the compressor. 

The rotating stall control operates by comparing the amplitude of 
conditioned signals, PD, from the control pressure transducers in the 
compressor with the magnitude of a conditioned reference pressure 
signal, PR. Prior to conditioning, the unsteady signals from the control 
transducers contain high frequency fluctuations caused by rotor blade 
passage and low frequency fluctuations associated with transient 
operation of the engine. Both of these components, which are asso
ciated with normal engine operation, could mask the presence of ro
tating stall. Thus, it is necessary to filter the control transducer signals 
to reduce or eliminate the high and low frequency components. The 
optimum filter characteristics were selected by observing the action 
of the control in response to tape recorded transducer signals from 
the engine operating under normal conditions and under stalled 
conditions. The filter characteristic selected has been presented in 
[2]. 

The reference pressure, PR, used by the control for comparison with 
the unsteady sensor signals was derived from the static pressure rise 
A P R E F , across the compressor. In general, it is desired that the mag
nitude of the reference pressure after conditioning vary with engine 
speed and inlet air density in the same way as the conditioned signals, 
PD, from the control pressure transducers under normal unstalled 
operating conditions. The engine test cell at Calspan does not allow 
for control of inlet air density. (Some stall control tests at simulated 
altitude conditions have been performed by the U.S. Air Force Aero 
Propulsion Laboratory, [4].) However, the variation of PA with engine 
speed can be selected. Initial tests pointed out a deficiency in varying 
PR linearly with AP R E F . At low compressor speeds, the system ref
erence pressure became very small and the control took action even 
in the absence of rotating stall. To prevent this occurrence, the system 
reference pressure circuit was modified so that the reference signal 
was always maintained above a prescribed minimum positive 
value. 

A sketch of the system reference pressure variation in response to 
an input pressure variation is shown in Fig. 2. The input pressure is 
shown starting at a negative value and rising to some positive value. 
Fluctuations in the input pressure are also shown. These fluctuations 
are removed from the system reference pressure by a one radian/s 
second-order critically-damped filter. If the input pressure is negative 
or zero, the system reference pressure is maintained at a positive value, 
B, selected by a bias control. Once the input pressure becomes posi
tive, the system reference pressure is increased above the bias level 
by an amount equal to the value of the input pressure multiplied by 
the detector gain, K. Both the detector bias level, B, and detector gain, 
K, are variable in this prototype control system. On the J-85 engine, 
the static pressure rise, A P R E F , is always zero or some positive value. 
Thus, the conditioned reference pressure, PR, is given by 

PR = B + K A P R E P 

CONDITIONED 
SYSTEM REFERENCE 

PRESSURE, P„ 

a 0 

Fig. 2 Sketch showing signal conditioning of input reference pressure 
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The stall control performance on the J-85 was tested for three dif
ferent combinations of bias and gain. The variation of PR with engine 
speed is shown in Fig. 3 for each combination of B and K. Also shown 
are measured data points for the on-schedule detection level, PD, 
which represent the combined background noise during normal engine 
operation from all control transducer signals. The reference pressure 
curve, PR, must be above the normal background level data to avojd 
unwarranted action by the stall control system. However, locating the 
PR curve too far above the background level will allow stall to develop 
before corrective action is initiated. In the original stall control tests 
reported in [1] and [2], the upper PR curve (B = 240 mV, K = 0.084) 
was used in all of the tests. In the current program, all three PR curves 
were used to investigate whether rotating stall could be anticipated 
and eliminated completely. 

The above description of the stall control detection system is 
common to both the original test series of [1] and [2] and the current 
series. However, the variable geometry actuation system differed in 
the two test programs. These are described next, with the original 
system presented first. 

Original Variable Geometry Actuation System. The output 
from the stall detection system is an electrical signal which is used to 
govern an electro-hydraulic servomechanism for operating some 
variable geometry features on the compressor to be controlled. On the 
J-85 engine, which has an eight stage compressor, the variable ge
ometry consists of the inlet guide vanes and bleed doors on the third, 
fourth, and fifth stages of the compressor. The positions of the guide 
vanes and bleed doors on the J-85 are normally controlled by the fuel 
control system as a function of engine rpm and inlet air temperature. 
A mechanical feedback cable between the variable geometry actuators 
and the fuel control is used to ensure that the proper position is 
maintained. In the original installation, the rotating stall control 
system was incorporated into the main J-85 control system by re
placing the mechanical feedback cable with another mechanical cable 
which was operated by the stall control system. This cable replace
ment was the only change made in the normal J-85 fuel control sys
tem. The variable geometry actuators continued to be operated by 
the fuel control but the response could be modified by action of the 
stall control on the feedback loop. Essentially the stall control de
ceived the engine fuel control into performing the desired stall control 
functions. The principal advantage of incorporating the stall control 
in this way was that it minimized the engine modifications which were 
required. A major disadvantage was that response speed of the in
stallation was limited by the response of the J-85 fuel control 
system. 

The response of the original control installation to rotating stall 
inception on the J-85 engine is illustrated in Fig. 4. The records in this 
figure were obtained by closing the J-85 bleed doors slowly to induce 
rotating stall at constant engine speed. This particular set of records 
is from a test at the highest corrected engine speed (71.8 percent) used 
in the original test series. The top two records in Fig. 4 show the bleed 
door position and the compressor static pressure rise, A P R E F , across 
the J-85 compressor. The unsteady detector pressure signals gener
ated by half of the eight control pressure transducers are shown in the 
bottom four records. The high frequency portions of these signals have 
been filtered as described in [2]. 

A vertical dashed line labeled "Reference Time Zero" has been 
included on Fig. 4 to indicate the approximate time at inception of 
rotating stall. The position of this line corresponds to the first indi
cation of rotating stall in any of the detector pressure signals. In
spection of this set of expanded time records shows that the duration 
of the stall, measured from time zero until stall has disappeared, was 
about 310 milliseconds. Inspection of the bleed door position record 
shows that there is a delay between reference time zero and the time 
at which the bleed doors begin to open. For this case, which was the 
most severe stall in the original test series, the delay was approxi
mately 30 ms. At the same time the compressor static pressure rise 
began to drop after a delay of only 10 ms. Thus, although the control 
opened the bleed doors fast enough to allow full recovery without 
damage or flameout there was a noticeable change in engine operating 
parameters. It was concluded that it would be desirable to increase 
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Fig. 3 System reference levels used in stall control tests on J-85 engine 
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Fig. 4 Performance of original stall control Installation on J-85 engine: 
(expanded time scale), 180 deg circumferential inlet distortion, corrected 
engine speed {N/N*\f%) — 71.8 percent 

the speed at which the bleed doors open to minimize these variations 
in engine operating parameters. 

Improved Variable Geometry Actuation System. In the cur
rent installation of the stall control system on the J-85 engine, the 
response speed of the system was increased greatly by eliminating the 
J-85 fuel control from the stall control actuation system. A schematic 
drawing of the improved installation is shown in Fig. 5. The modified 
installation is as follows. The hydraulic output generated by the fuel 
control to provide on-schedule operation of the variable geometry is 
still used to drive the J-85 variable geometry actuators. However, 
these actuators are not connected to the compressor variable geom
etry. Instead, they are used to position a linear potentiometer from 
which the required electrical signal for normal on-schedule perfor
mance is derived. This on-schedule signal, which can be filtered to 
reduce electrical noise, is combined within the rotating stall control 
with the existing stall control signal and off-schedule performance 
signal to give a single electrical output from the stall control console. 
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This combined signal is used in conjunction with a new flow-control 
valve (Moog Series 32 Servovalve) to control two new high-speed 
actuators on the compressor variable geometry system. The new ac
tuators were fabricated at Calspan. The existing hardware links be
tween the new hydraulic actuators and the compressor guide vanes 
and bleed doors did not require modification. However, a new larger 
capacity source of hydraulic power for the actuators was required 
because the small unit on the original installation was not adequate 
to drive the actuators. The modified variable geometry servo-system 
was designed to generate 100 percent bleed door travel in about 25 
ms. This is substantially faster than the capability of the engine bleed 
door control servo. The latter was found to generate 100 percent bleed 
door travel in about 400 ms. 

The improvement in the response speed of the bleed doors on the 
J-85 compressor is shown in Fig. 6 where the original and the current 
installations are compared. The figure shows the measured time re
sponse of the bleed doors to a large amplitude stall which starts with 
the bleed doors closed 80 percent. The response curves also represent 
the configuration of the flaps on the inlet guide vanes since these are 
connected mechanically to the bleed door actuation mechanism. 
There are two response curves for the current installation: one with 
a rate limiter on the stall control output and one with the rate limiter 
removed. The rate limiter was installed for the initial series of tests 
in the current program to lessen the chance of hardware failure in the 
bleed door actuation system. 

The response curves of Fig. 6 show that the bleed doors do not begin 
to move immediately when stall inception is detected. Rather, there 
is a time delay between stall inception and initial bleed door motion. 
This time delay occurs because of lags in the various components of 
the mechanical-hydraulic actuation system and should be made as 
small as possible. Large time delays will allow the stall to develop fully 
before any corrective action occurs on the compressor. The rate at 
which the bleed doors move after the initial time delay is also im
portant because the combination of initial time delay plus final rate 
of motion determines the overall time required for full corrective 
action on the compressor. 

As can be seen in Fig. 6, the current installation of the stall control 
provides a substantial improvement in response speed of the J-85 
bleed doors to correction signals from the stall control system. The 
total time required to open the bleed doors from an initial position 
80 percent closed has been reduced from 376 ms for the original in
stallation to a minimum of 36.5 ms for the current installation without 
rate limiting. With the rate limiter installed, the corresponding time 
is 76.6 ms which is still a large reduction in total response time. The 
first control tests during the present program were performed with 
the rate limiter installed on the control system. Later control tests 
were performed with the rate limiter removed. 

Stall Control Tests 
The current test program on the rotating stall control system had 

two objectives. The first objective was to investigate how much im
provement in stall recovery performance can be obtained by sub
stantially increasing the response speed of the variable geometry on 
the J-85 engine. The second objective was to see if rotating stall could 
be anticipated and eliminated by proper selection of the conditioning 
parameters for the reference pressure. 

The J-85 was stalled in two ways. The majority of the tests were 
performed by closing the bleed doors at constant engine speed until 
the engine stalled or the control took action to prevent stall. In ad
dition, some tests were performed by decelerating the engine with the 
bleed doors partially closed at the beginning of the deceleration. Both 
types of tests were performed with no inlet distortion and also with 
180 degree circumferential inlet distortion. The distortion screen has 
been described in [1]. Overall, the test results were excellent and 
sample results will be presented in the following. A more complete 
presentation of test results is given in [3]. 

Stall Recovery Tests. Figs. 7-12 are representative multichannel 
strip recorder charts which illustrate the performance of the control 
system when the compressor is forced into rotating stall by closing 
the bleed doors at constant engine speed. In this series of tests, the 
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Fig. 6 Comparison of J-85 bleed door response rates to large amplitude 
rotating stall starting at bleed doors 80 percent closed 

stall control was intentionally detuned to allow the compressor to stall. 
The records include corrected engine speeds of approximately 70, 75 
and 80 percent of rated speed. Lower speed stalls are not presented 
since they were not as severe and were cleared rapidly by the stall 
control system. The data presented in these figures are for cases with 
180 degree inlet distortion, and all with the exception of Figs. 11 and 
12 have the rate limiter removed from the system. At corrected engine 
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speeds of 70 and 75 percent the results with clean inlet flow were 
similar to those presented here. In those tests with the rate limiter in 
operation, usually two or three more cycles of rotating stall were 
permitted before the stall was cleared. The engine was allowed to stall 
only once at a corrected engine speed of 79.4 percent, Figs. 11 and 12, 
since this was a rather severe stall. In this case the rate limiter was in 
operation on the stall control system. 

Each stall in Figs. 7-12 is presented on two consecutive figures. The 
first figure presents strip chart records obtained directly while the 
test was in progress and includes approximately 10 seconds of test 
results. The second figure presents essentially the same results on a 
much expanded time scale which covers approximately 320 ms. The 
expanded time records were obtained by replaying at low tape speed, 
FM tape records of the tests which were recorded at high tape speed. 
In each figure six recorded traces are shown as a function of time. The 
time increases from left to right and the time scale is indicated just 
below the second record from the top. The upper five records on each 
of Fig. 7-12 present the same variables. The last record on the directly 
recorded strip chart is compressor inlet dynamic pressure, qg. The last 
record on the expanded time scale chart is the detector pressure signal 
from one of the control pressure transducers mounted in the com
pressor outer casing. 

The stall control test records for a nominal engine speed of 70 
percent (Figs. 7 and 8) show that the effect of the stall on the engine 
was relatively small. There was a momentary drop in compressor static 
pressure rise and inlet dynamic pressure. In addition there was a small 
drop in engine speed, about 2 percent, just after stall was cleared. The 
small changes observable in the engine operating parameters after 
the stall has cleared are due to the opening of the bleed doors and are 
not part of the transient response of the engine to the stall. The ex
panded time record, Fig. 8, shows that only four small stall cells oc
curred in a duration of approximately 35 ms. The stall was cleared 
before the doors were fully open. A similar test with the rate limiter 
in operation showed that the stall lasted approximately 70 ms. These 
results are a dramatic improvement over the earlier test results (Fig. 

4) where the speed of the bleed door response was limited by the ca
pability of the J-85 fuel control system. 

Results for a stall control test at a nominal engine speed of 75 per
cent are presented in Figs. 9 and 10. With the rate limiter removed, 
the bleed doors opened in just over 40 ms. Eight stall cells (one very 
small) occurred over a duration of approximately 90 ms (Fig. 10). In 
a similar test with the rate limiter in operation, the bleed doors opened 
in 81 ms, but eight stall cells still occurred and the stall duration was 
again near 90 ms. With no inlet distortion and the rate limiter re
moved, only a slight improvement was obtained (seven stall cells over 
a duration of 78 ms). By themselves, these are excellent results for the 
performance of the stall control system in eliminating rotating stall 
once it occurs. However, the stalls did not clear until after the bleed 
doors were open for a short time, even with the fastest available re
sponse of the bleed doors. This suggests that problems may be en
countered if rotating stall is permitted to occur at higher engine 
speeds. The results from one such stall are described below. 

Figs. 11 and 12 show the response of the stall control system to a 
stall at a corrected engine speed of 79.4 percent. This is the highest 
engine speed for which the bleed doors did not begin to close on their 
normal schedule under the action of the J-85 fuel control system. This 
stall was obtained with the 180 degree distortion screen in the engine 
inlet and with the rate limiter in operation on the stall control system. 
The presence of the rate limiter means that the bleed doors did not 
respond at the maximum rate available. However, the results pre
sented previously for 75 percent corrected engine speed suggest that 
a result similar to that shown in Figs. 11 and 12 would have been ob
tained with the rate limiter removed. The direct records of this stall 
(Fig. 11) show that the stall lasted a considerable time (1.06 s) even 
though the bleed doors were opened completely in about 80 ms. While 
the stall was occurring, the pressure drop across the compressor 
caused the engine to decelerate on its own to a corrected speed of 
approximately 63 percent before the stall was cleared. The additional 
engine deceleration in Fig. 11 that occurs about a second after the stall 
was cleared was effected when the test engineer chopped the throttle. 
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In addition to the hard stall, Fig. 11 shows the response of the control 
to three small amplitude stalls after the throttle was chopped. These 
occurred because the off-schedule command was not reduced fast 
enough by the operator to prevent low speed stalls after the engine 
decelerated. The results suggest that once stall has developed at this 
high an engine speed, it cannot be cleared by changing the existing 
geometry on the J-85 engine without first causing a substantial engine 
deceleration. However once the stall was cleared, engine operation 
appeared to be normal. In fact three more engine tests were performed 
after this stall occurred without any indication of engine damage. 

Stall Anticipation Tests. The results presented in Figs. 7-12 were 
obtained with the reference pressure level, PR, intentionally set at high 
enough levels to allow the compressor to stall. This was done to in
vestigate the performance of the modified stall control in clearing 
rotating stall once it had started. The results showed that for engine 
speeds up to 75 percent (^12,400 rpm) of rated speed, the stall control 
acted fast enough to clear rotating stall before it had a noticeable effect 
on the J-85 engine. However the test at 79.4 percent of rated engine 
speed showed that the control is not fast enough to clear this stall 
without first allowing a substantial deceleration of the engine. There 
are two possible solutions to controlling a high speed stall such as this. 
The first is to increase the range of control available to the stall control 
system. On the J-85 this would require increasing the existing bleed 
air mass flow or including provision for bleeding air at the rear of the 
compressor, or perhaps, incorporating the stall control in the fuel flow 
control system. None of these were practical on the existing engine. 
The second possibility is to have the stall control system anticipate 
and prevent the stall before it develops. The latter possibility was 
tested and found to work well at high engine speeds. The results are 
presented below. 

Fig. 13 illustrates the performance of the stall control system when 
the reference pressure level is set low enough to anticipate rotating 
stall (B = 180 mV, K = 0.040). These records were obtained by at
tempting to close the bleed doors at constant engine speed with the 
stall control reference pressure level set as noted above. The complete 
strip chart record of this test is very long. It starts with the bleed doors 
fully open, and both the off-schedule command and the integrator 
output at zero. The central portion of the test is shown in Fig. 13. Here 
the off-schedule command is at its maximum (fully closed) and the 
integrator output has increased sufficiently to hold the bleed doors 
open far enough to prevent rotating stall inception. The bleed door 
position at which stall occurs is shown as a dashed line. This position 
was taken from another test in which rotating stall was allowed to 
occur by choosing higher values of the reference pressure level, PR. 

Summaries of all the stall anticipation test results are presented 
in Fig. 14 for 180 deg inlet distortion. As can be seen in this figure, with 
the bias, B, set at 180 mV and the gain, K, set at 0.040, the stall control 
held the bleed doors open far enough to prevent stall inception for 
engine speeds of 70 percent and higher. Similar results were obtained 
without inlet distortion and are given in [3]. Some additional tests at 
lower engine speeds and with a higher PR setting (B = 150 mV, K = 
0.084) were also successful in preventing stall inception. However, the 
results in Fig. 14 for these tests show that the bleed door excursions 
approach the stall inception boundary close enough that rotating stall 
may have occurred if the test duration had been extended for a longer 
time period. In any event, the stall anticipation tests are considered 
to be successful in that they demonstrated that with proper setting 
of the reference level, the stall control system is capable of anticipating 
and preventing the large amplitude rotating stall which occurs at high 
engine speeds. 

Tests with Reduced Number of Stall Detection Transducers. 
The above test results were all obtained by running the J-85 at con
stant speed and closing the bleed doors until rotating stall occurred 
or until the control anticipated stall and held the bleed doors open. 
The stall control was tested using seven of the eight available pressure 
transducers in the J-85 compressor casing to detect rotating stall. (The 
eighth transducer was found to be defective early in the test program 
and was not used in these tests.) In addition to the test results just 
presented, some tests were performed to investigate the effect of re
ducing the number of pressure transducers used to detect rotating 
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stall. It was found that satisfactory performance, almost as good as 
that presented above, could be obtained by using only two transducers 
separated circumferentially and situated axially between the second 
stage stator trailing edge and third stage rotor leading edge. Combi
nations of other transducers located closer to the front of the com
pressor did not give the stall control adequate input to provide sat
isfactory performance. Stalls were detected but were not cleared as 
fast as they were with the above two transducers. 

Tests During Engine Transients. As in [1], some tests were done 
to study the performance of the control during engine deceleration. 
In these tests, the engine speed was set at 80 percent of design speed 
and the bleed doors were closed either a preset amount or else as far 
as they would go depending on the reference level setting of the stall 
control. The engine was then decelerated by chopping the throttle to 
its idle position. The deceleration induced rotating stall in the com
pressor at some point during the deceleration. With the most sensitive 
setting for the reference pressure level (B = 180 mV, K = 0.040), it 
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was found that the highest engine speed at which rotating stall oc
curred was approximately 70 percent of design speed and that the stall 
amplitudes and durations were very small; similar to the constant 
speed results presented in Figs. 7 and 8. Thus it is concluded that the 
performance of the stall control in clearing stalls induced by moderate 
transients such as in the engine decelerations is about as good as it 
is in anticipating or clearing rotating stall under the relatively constant 
conditions used for the main body of the tests. 

In addition to the tests conducted at Calspan, some stall control 
tests during engine acceleration were performed in a companion test 
program at the U.S. Air Force Aero Propulsion Laboratory [4]. In this 
program, stall was induced by a combination of off-schedule geometry 
and engine acceleration. The engine variable geometry was operated 
under computer control to be 20 percent more open than the steady 
state stall inception boundary (Fig. 14). With the stall control deac
tivated, an acceleration was attempted from 56 percent to 72 percent 
of design engine speed. The attempted acceleration caused a mild 
rotating stall 0.2 s after the start of the acceleration which changed 
to a more severe rotating stall as the engine continued to accelerate 
and the bleed doors continued to close. As a result of the severe stall, 
it was not possible to complete the acceleration. Instead the speed 
began to decay until it reached a stable, steady state rotating stall 
condition at an engine speed of approximately 55 to 57 percent. A 
second acceleration run was conducted with the stall control active. 
Once again a mild rotating stall occurred approximately 0.2 s into the 
acceleration. However, this stall was detected immediately and the 
stall control rapidly moved the bleed doors to the full open position 
where they remained for the duration of the acceleration. When the 
acceleration was completed, the bleed doors returned to the position 
commanded by the computer for the final steady state engine speed 
of 72 percent. Since the bleed doors were fully open for the majority 
of the acceleration period, the engine completed its speed transient 
in an entirely normal manner. Thus, the presence of the stall control 
changed a "hung" acceleration to an approximately normal acceler
ation in these tests. Further details of the acceleration results and 
results at simulated altitude conditions will be presented in [4]. 

Summary and Conclusions 
An improved version of a rotating stall control system has been 

tested successfully on a J-85-5 turbojet engine. Past tests, [1] and [2], 
had pointed out the desirability of increasing the response speed of 
the control. In this study, the installation of the stall control on the 
J-85 was modified so as to decrease the response time of the control 
by a factor of ten over that attained in the past tests. The modified 
control was tested to see if the decreased response time improved the 
ability to clear rotating stall once it has started, and also to see if ro
tating stall could be anticipated and prevented by proper selection 
of the variables in the stall control detection system. 

The tests were performed under sea level static conditions, both 
with and without inlet distortion. The stall control was installed to 
override the normal operating schedule of the compressor bleed doors 
and inlet guide vanes on the J-85. The tests were limited to engine 
speeds at or below 80 percent of design speed because of the overall 
configuration of the engine. The location of the bleed doors on the 
intermediate compressor stages will only allow control of stalls which 
originate on the first two or three compressor stages. Such stalls are 
most likely to occur at engine speeds between idle and approximately 
80 percent of rated speed, where the bleed doors are normally 
scheduled to be open in order to provide matching between the front 
stages and rear stages. The operation of the stall control system was 
tested by arbitrarily closing the bleed doors at these engine speeds, 

and observing if the stall control prevents the occurrence of rotating 
stall by limiting how far the doors can be closed, or by rapidly opening 
the doors if a stall does begin to form. A similar procedure was not 
applied above 80 percent of rated speed because clearing stalls at these 
speeds would probably require unloading the rear compressor stages. 
In this case opening the bleed doors on the intermediate stages would 
only aggravate the stall, not clear it. 

The J-85 was stalled in two ways, first by closing the bleed doors 
at constant engine speed, and second by decelerating the engine with 
the bleed doors partially closed at the beginning of the deceleration. 
In the constant speed tests it was found tljat the control can anticipate 
and eliminate rotating stall completely at engine speeds between 65 
and 80 percent of design. The deceleration tests showed the same 
capability at engine speeds between 70 and 80 percent of design. At 
speeds lower than 65 to 70 percent of design, it was possible to stall 
the compressor but the amplitude and duration of the stalls were very 
small and had no noticeable effect on the engine. Moreover, with the 
control set to anticipate stall, normal unstalled operation of the engine 
was unaffected. 

Additional tests were performed in which the stall control was in
tentionally detuned to allow the compressor to stall. This was done 
to investigate the performance of the modified stall control in clearing 
rotating stall once it had started. The results showed that for engine 
speeds up to 75 percent («12,400 rpm) of rated speed, the stall control 
acted fast enough to clear rotating stall before it had a noticeable effect 
on the J-85 engine. However, a test at 79.4 percent of rated engine 
speed showed that the control is not fast enough to clear this stall 
without first allowing a substantial deceleration of the engine. There 
are two possible solutions to controlling a high speed stall such as this. 
The first is to increase the range of control available to the stall control 
system. On the J-85 this would require increasing the existing bleed 
air mass flow or including provision for bleeding air at the rear of the 
compressor or, perhaps, incorporating the stall control in the fuel flow 
control system. None of these were practical on the existing engine. 
The second possibility is to have the stall control system anticipate 
and prevent the stall before it develops. As described above, the latter 
possibility was tested and found to work well at high engine 
speeds. 
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High-Speed Noncontacting 
Instrumentation for Jet Engine 
Testing 
This paper discusses high-speed, noncontacting instrumentation systems for measuring 
the operating characteristics of jet engines. The discussion includes optical pyrometers 
for measuring blade surface temperatures, capacitance clearanceometers for measuring 
blade tip clearance and vibration, and optoelectronic systems for measuring blade flex 
and torsion. In addition, engine characteristics that mandate the use of such unique in
strumentation are pointed out as well as the shortcomings of conventional noncontacting 
devices. Experimental data taken during engine testing are presented and recommenda
tions for future development discussed. 

Introduction 
This paper is concerned with high-speed, noncontacting instru

mentation for the test and evaluation of jet engines. The acquisition 
of data from rotating components, e.g., temperature, clearance, and 
vibration is often a difficult task, and is frequently accomplished by 
placing sensors in contact with the moving parts and coupling out the 
data through the use of telemetry or slip rings. In order to simplify 
this type of data acquisition, a substantial effort has been made in 
recent years to develop noncontacting sensors, i.e., remote sensing 
devices which do not require physical contact with the component 
under investigation or the use of intermediate instrumentation to 
transmit the data. This effort has had considerable success and has 
led to the development of several types of instrumentation including 
optical pyrometers for measuring blade surface temperatures, ca
pacitance clearanceometers for measuring blade tip clearance and 
vibration, and opto-electronic systems for measuring blade flex and 
torsion. In the following discussion the operating characteristics of 
these systems will be described, and experimental data from engine 
tests presented. 

Time Response 
Before describing the individual systems it is useful to examine the 

time response, or the electronic bandwidth requirements for the 
various systems to be considered. In each case a detector with a small 
sensitive area (typically 0.1 in. (2.5 mm) dia) is placed in the vicinity 
of a rotating blade. The target area on the blade which the detector 
senses is often much smaller than the detector area, and for the pur
pose of this discussion will be regarded as a point. 

The required frequency response is determined by the time interval, 
t, spent by the target in the field of view of the detector. If the target 
moves past the detector with a velocity V, then the frequency re
sponse, /, is given by / = 1/t = V/d where d is the diameter of the de
tector. For a target at the tip of a rotor, the frequency response, or 
instrument bandwidth required is 
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Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at 
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/ = -K N (D/d) Hz (1) 

where-N = rotor speed (Hz) and D = rotor diameter. This relationship 
represents the minimum bandwidth required. For practical purposes, 
however, the bandwidth should be several times greater. As an illus
trative example, for a rotor diameter, D = 20 in. (51 cm), a detector 
diameter, d = 0.1 in. (2:5 mm), and a rotor speed, N = 18,000 rpm (300 
Hz), the minimum bandwidth, / , is of the order of 200 KHz. 

The general relationship derived for the bandwidth holds for the 
temperature, clearance, and vibration systems to be described. In the 
following sections the details of these systems will be discussed along 
with experimental data obtained from engine tests. 

Temperature Measurements 
In this section instrumentation will be described for measuring 

turbine blade temperatures. Since blade life is a critical function of 
the temperature, it is important to know the temperature profiles over 
the blades under various operating conditions. Under typical condi
tions the blade temperatures under consideration range between 1400 
- 1800°F. 

Radiation Fundamentals. The instrumentation which has been 
developed to measure the temperature profiles utilizes an optical 
pyrometer which senses the optical radiation emitted from the blade 
surface. For any given material the intensity of the emitted radiation 
is proportional to the blade temperature, and may be used to deter
mine the temperature of the surface in question. For so called black 
bodies the intensity of radiation is dependent upon the observed 
wavelength as well as the temperature and is given by the well-known 
Planck function 

WB(\,T) •• 
Cl 

(2) 
XB(e cVXT- 1) 

where WB(\T) is defined as the power radiated per unit wavelength 
interval at wavelength X by a unit area of the surface at temperature 
T K. Ci and c^ are universal constants. 

When plotted as a function of the wavelength, X, the radiation in
tensity WB(^,T) exhibits a maximum value, WB max(T), as shown in 
Fig. 1. If the Planck function is integrated over all wavelengths, the 
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total radiation WB(T) is found to vary as the fourth power of tem
perature, i.e., 

WB(T) s: WB(\,T)d\~T4 (3) 

For narrow-band radiation the intensity varies as WB(\T) ~ Tm 

where the exponent m(X) depends on the observed wavelength, X. At 
the peak of the Planck function the exponent m = 5 and the maximum 
intensity varies as WB mBx(T) ~ T5. 

The Planck function as represented by equation (2) very closely 
approximates the radiation emitted from certain materials such as 
carbon black. For most materials, however, it overestimates the 
magnitude of the radiation. For such "gray" bodies the radiation, Wa, 
actually emitted is smaller by a factor 6 known as the emissivity which 
is defined by 

I = Wa/WB (4) 

In general, the emissivity factor depends upon the particular material 
and the condition of its surface. Typical values of the emissivity for 
turbine blades are of the order of e = 0.9. 

Instrumentation. The optical pyrometers which have been de
veloped to measure turbine blade temperatures are opto-electronic 
devices which collect and sense the radiation emitted, and generate 
an electronic signal which is proportional to the temperature. The 
principal elements of the optical system consist of a sapphire lens and 
silicon photodiode mounted in a stainless steel housing. A schematic 
diagram of the system is shown in Fig. 2. The housing is mounted 
directly on the engine casing, where radiation from the turbine blade 
is collected by the lens and focused onto the photodiode. The photo-
diode is sensitive to wavelengths in the neighborhood of 1/x and has 
a bandwidth of approximately lju as well. In this arrangement, since 
the pyrometer is exposed to the high temperature of the engine casing, 
and contaminants in the gas flowing through the turbine, the py
rometer housing is water cooled to protect the internal electronic 
components, and the region in front of the lens is continuously purged 
with a jet of air to minimize the deposition of foreign matter on the 
optics. 

A schematic of the electronic signal processing system is shown in 
Fig. 3. The principal components of the electronic system consist of 
a line driver and preamplifier, a linearizer, and data acquisition 
equipment. The optical pyrometer and line driver are physically lo
cated in the test cell. Remaining components may be remotely located 
in a control area up to 100 ft (30 m) away. In this system the photo
diode signal is preamplified by the line driver which also serves as an 
impedance transformer. The impedance transformation is necessary 
in order to preserve the time response of the system, which otherwise 
would be degraded by capacitive loading of the cables between the 
test cell and the control room. After conditioning by the line driver 
the output voltage signal is linearized to generate a signal which is 
directly proportioned to the temperature, and is then recorded on tape 
or observed on an oscilloscope. 

Prior to operation the system is calibrated in the laboratory in a 
static mode. The calibration is performed by replacing the turbine 
blade with a hot metal strip which is of the same material and emis
sivity as the blade. The strip is electrically heated by means of a low 
voltage transformer, and the linearized output signal recorded as a 
function of temperature. The strip temperature is determined through 
the use of a thermocouple, or secondary radiation standard. 

The system is capable of operating over a temperature range be
tween 1400 - 2000°F (750-1100°C), and under normal conditions has 
an accuracy of the order of 5°F (3°C). The system is also quite stable, 
and during operation requires only minor adjustments. 

Engine Data. Optical pyrometers of the type described have been 
used successfully to measure turbine blade temperatures on a variety 
of General Electric engines. In this section, representative data will 
be shown for a selected engine line. In Fig. 4 the data shown were 
obtained from a J-85 turbine operating a high speed. In Fig. 4(a) the 
upper trace shows the temperature variation of all the blades during 
one revolution. The lower trace of Fig. 4(a) represents a voltage signal 
synchronous with the rotation of the turbine which is used to trigger 
the oscilloscope, and which occurs once per revolution. The upper 
trace of Fig. 4(a) essentially shows the envelope of the maximum 
temperature observed on all the blades. In this test the peak value of 
the measured temperature is approximately 1800°F (1000°C), which 
is consistent with analytical predictions. 

Fig. 4(6) represents the same data as 4(a), recorded on a rapid time 
scale in order to observe the temperature profile of individual blades. 
It is interesting to examine this profile in some detail. As the blade 
rotates, the pyrometer views a spot on the surface which moves from 
the tip of the blade to a point near the root, and then to the tip of the 
next blade where the process repeats itself. As the pyrometer views 
the surface of the blade a minimum temperature is observed at the 
tip. The temperature then rises rapidly and exhibits a maximum value 
at some point intermediate between the root and the tip. The tem
perature then falls off more slowly as the root is approached, and at 
this point a discontinuity in the signal is observed as the target of the 
pyrometer moves to the tip of the next blade. The temperature profile 
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Prior to operation the system is calibrated in the laboratory in a
static mode. The calibration is performed by mounting the probe in
a fixture of material similar to that of the engine casing, and placing
a sample blade under the probe tip. The gap is altered by means of
a micrometer drive and the output signal recorded as a function of
clearance. The calibration can also be performed under dynamic
conditions by placing the blades in a rotating fixture.

The system is capable of operating over a clearance range of 0-100
mils (2.5 mm) and under normal conditions has an accuracy of the
order of 1 mil (25 m). The system stabilizes after a suitable warm-up
time, and thereafter requires only minor adjustments.

Engine Data. Because of temperature limitations, clearan
ceometers of the type described have been applied mainly to com
pressor measurements and have been used at temperatures as high
as 1000°F (550°C). Clearanceometers have been used to measure
clearance and runout, and have also been used for other purposes
which will be discussed later. In this section the results of some
qualitative measurements will be presented in order to illustrate the
type of data that may be obtained. In Fig. 6, data which were obtained
from a compressor under development operating at high speed are
shown. The upper trace in the figure is a synchronous oscilloscope
trigger signal. In the lower trace, the peak amplitudes represent the
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observed is typical of that exhibited by jet engine turbines.
These type of data have proven very useful in the analysis of blade

life times and would be very difficult to obtain by other means such
as the application of thermocouples. Optical pyrometry not only
provides a continuous temperature profile over every blade surface,
but does not require the use of slip rings to couple out the data. In
addition, the pyrometer allows data to be acquired over a longer period
of time than that permitted by thermocouples, and may be refur
bished without the need of engine disassembly.

In addition to optical pyrometers, other categories of instrumen
tation have been developed which involve the measurement of blade
tip clearances and vibration. These instrumentation systems will be
discussed in the following sections.

Clearance Measurements
In this section, instrumentation will be described for measuring

blade tip clearance which is the gap between the blade tip and the
inner wall of the engine casing, or flow path. Since gas flow through
the gap degrades both compressor and turbine efficiencies, it is im
portant to know the variation and magnitude of clearance under
different operating conditions. Under typical conditions the clear
ances under consideration range between 0-100 mils (2.5 mm).

Instrumentation. The instrumentation to be described will be
limited to devices which measure clearance by sensing the capacitance
between the blade tip and the flow path. These so called capacitance
clearanceometers are rf devices which incorporate the capacitance
of the gap to be measured as part of a tuned circuit. Changes in the
gap or capacitance generate a phase shift in the cirucit current which
is excited by a 10 MHz rf oscillator. The phase shift produced is de
tected and processed, and is converted into a voltage signal which is
directly proportional to the clearance. Devices which utilize this
principle have a time response which is inherently much shorter than
other "proximity" devices which depend on eddy current losses or
magnetic properties of materials.

A schematic diagram of the capacitance clearanceometer system
is shown in Fig. 5. The principal elements of the sensing probe consist
of a capacitive tip and an inductive coil mounted in a stainless steel
housing. The housing is mounted directly on the engine casing with
the probe tip essentially in the plane of flow path. In this arrangement
since the clearanceometer probe is exposed to the high temperature
of the engine casing, the housing must be water cooled to protect the
internal electronic components.

The capacitance probe is coupled to the rf oscillator by a coaxial
cable which constitutes an integral part of the rf circuitry. As such
there are practical considerations which limit the maximum length
of the cable, which in the present system is of the order of 50 ft. This
proximity requirement applies to the rf oscillator and signal pro
cessing electronics, but not the data acquisition equipment.
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clearance of each individual blade over one revolution. The lower trace 
also indicates the blade tip runout which is represented by the overall 
envelope of the peak amplitudes. In this particular case the magnitude 
of the runout is approximately 1 mil (25 /x), which is consistent with 
the predicted value. 

In recent capacitance clearanceometer testing, an automatic data 
reduction system has been developed which utilizes high speed re
cording of the sensor output. This recording is played back at a 16:1 
speed reduction and the analog waveform is digitized at a high speed 
to find the peak of the signal at each blade plassing. This peak is then 
representative of the blade clearance and will give the absolute 
clearance of each blade when combined with the pre-test static cali
bration. The tape data can thus be automatically reduced to give the 
clearance of each individual blade in a rotor stage, and the blade 
clearance arithmetically averaged for the overall stage clearance. 
Similarly, the blades with maximum and minimum clearances can 
also be found. Figure 7 shows the output of the system for a single 
rotor revolution. Data like this can be taken at any series of points to 
give complete clearance patterns with rotor speed during steady-state 
or fully transient engine operation. Figure 8 shows data which are 
representative of this type of capacitance clearanceometer mea
surement. 

It should be pointed out that capacitance clearanceometers are still 
in a developmental stage, and an effort is being made to increase their 
temperature range and to improve their ease of handling. For many 
applications, however, they represent a very convenient way for 
measuring blade tip clearances and may be used for other types of 
measurements as well. The clearanceometers provide a continuous 
record of the clearance and yield information such as runout data 
which cannot be obtained by other devices such as mechanical touch 
probes. They can also provide information on other high-speed phe
nomena which may not be obtained by relatively slow devices such 
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Fig. 8 Transient clearance versus engine speed 

as eddy current proximitors and magnetic pickups. In the next section 
alternate applications of capacitance clearanceometers will be dis
cussed along with a final category of instrumentation for measuring 
blade tip vibrations. 

V i b r a t i o n M e a s u r e m e n t s 
In this section instrumentation will be described for measuring 
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blade vibration characteristics. Since blade fatigue is a sensitive
function of the various modes of vibration, it is important to measure
the degree to which each of these modes is excited. The instrumen
tation to be described includes two related systems for accomplishing
this task.

Basic Principles. The basic principles of operation are common
to both systems. For the sake of simplicity, the measurement of the.
flexure mode will be described first and will be limited to vibrations
which are nonsynchronous with the rotation of the rotor.

A schematic diagram of the system is shown in Fig. 9(a). The
principal components of the system consist of two high-speed sensors,
a ramp generator, signal processing electronics, and data acquisition
equipment.

In this arrangement, one sensor is mounted on the engine casing
directly over the center of twist of the rotor blades. The other sensor
is mounted over a gear having the same number of teeth as blades on
the rotor, and which rotates at the same speed. The system operates
as follows: Each time a gear tooth passes the sensor, a pulse is gener
ated which starts a ramp generator. The ramp signal increases linearly
with time until it is stopped by a second pulse originating from a rotor
blade. At this point the ramp resets and the process repeats itself as
the next gear tooth and next blade pass the sensor. This sequence of
events is illustrated by the solid curve in Fig. 9(b). In the absence of
vibration, the solid curves are retraced during each subsequent rev
olution. If the blade has flexed between successive revolutions, how
ever, the ramp will be stopped either earlier or later than the previous
stop depending on the direction of flex. The change is amplitude as
represented by the dashed line in Fig. 9(b) is directly proportional to
the instantaneous magnitude of the flex. Over a period of many rev
olutions the total spread in the ramp height represents the maxirrmm
amplitude of vibration. When the flexure plane is normal to the rotor
axis the peak-to-peak vibration amplitude, D, may be expressed in
terms of the spread in ramp height by the following relation:

where /::,.V = Spread in ramp height (volts), R = Ramp Slope (volts/s),
Vt =Blade tip velocity (cm./s), and, 0 =Blade pitch angle.

The measurement of torsion is accomplished in a similar manner.
For torsion measurements the gear-tooth sensor is eliminated and
replaced with a second sensor over the rotor. In this case, however,
the two rotor sensors are placed over the leading and trailing edges
of the blade, one sensor activating-the start ramp and the other stop
ramp. This leads to a torsion signal pattern which is similar to the flex
pattern.

Sensors. In performing vibration measurements with this type
of system any sensor can be used with a sufficiently fast rise time. The
system was originally designed to be used with optical sensors of the
type shown in Fig. 10. This type of sensor utilizes a bifurcated
fiber-optic bundle in which the fibers from the two branches merge
into a single bundle. One of the two branches is connected to a light
source and the other to a photo diode which is connected to the start
or stop channel of the ramp generator. The end of the main stem is
mounted over the rotor in the plane of the flow path. In this· ar
rangement, the rotor is illuminated by the light source and as the blade
tip passes the fiber optic bunclle the light is reflected into a photodiode
which triggers the ramp generator. In order to generate a sufficiently
strong trigger signal, it is generally necessary to polish the blade
tips.

The system nominally operates over a range of vibration amplitudes
between 0-100 (2.5 mm) mils and has an accuracy of the order of 1 mil
(25 f.l). The system is inherently stable and during operation requires
only minor adjustments to compensate for changes in engine
speed.

Most of the blade vibration data obtained have been acquired
through the use of fiber optic sensors. During one test, however, both
clearanceometers and optical sensors were installed for the purpose
of making simultaneous ~learance and blade vibration measurements.
Both types of sensors were mounted in the same configuration over
the rotor. With this arrangement an opportunity was presented in
which the clearanceometers could be used to measure blade vibration
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as well as clearance. This test was performed and the results compared 
with those obtained from fiber optic sensors. 

Engine Data. In the test to be described the two sensors were 
mounted at different angular positions over the same rotor, but each 
was located over the center of twist of the blades. Another optical 
sensor was located over a gear which was directly coupled to the rotor. 
In this test the flex vibration data generated by the two different sets 
of sensors could be measured simultaneously. This was accomplished 
by activating one ramp generator with the gear-tooth and fiber optic 
signals, and another ramp generator with the gear-tooth and clear
anceometer signals. In both cases, the common gear-tooth signal was 
used to trigger the stop ramps. The results of these measurements are 
shown in Fig. 11. 

In this figure the trace at the top of the photo is a synchronous os
cilloscope trigger signal. The upper ramp trace in the photo represents 
the clearanceometer data while the lower trace shows the fiber optic 
data. The data shown include the vibration of all blades. The overall 
pattern exhibited by the ramp signals represents two separate phe
nomena. The average ramp height which undergoes abrupt changes 
from blade to blade arises from slight differences in angular spacing 
of the blades and is of no consequence in the present measurement. 
The signal which is of interest is the spread in the peak amplitude of 
each individual ramp height which represents the amplitude of vi
bration of each blade. The purpose of this test is to compare the spread 
in amplitudes of the two sets of data. If this comparison is made, it 
is found that the average spread is the same for both sets, which 
demonstrates the equivalence of the two different sensors. In this 
particular test, the average flex vibration amplitude determined from 
equation (5) is approximately 10 mils (250 /it), which is consistent with 
other measurements performed by means of strain gage instrumen
tation. 

One of the principal benefits of having a choice of sensors is that 
costly engine rework can often be avoided. In the present test which 
required clearance as well as vibration data, for example, the engine 
rework and installation of the fiber optic bundles would not be nec
essary. 

While the vibration data obtained from noncontacting instru
mentation can also be acquired through the use of strain gages, the 
noncontacting devices provide several advantages. The chief benefits 
include longer sensor life, data transmission without the use of slip 
rings, and the ability to refurbish the sensors without the need of 
engine disassembly. 

Summary and Need for Future Development 
The instrumentation systems described in this report have included 

noncontacting systems for measuring temperature, clearance, and 
vibration of rotating jet engine components. These systems have been 
developed to overcome some of the shortcomings of conventional 
contact instrumentation such as the requirement of slip rings or te
lemetry to couple out the data, and the need to disassemble the engine 
in the event of sensor failure. While the noncontacting systems are 
not subject to these limitations, they are nevertheless state-of-the-art 
devices which require further development. The most important areas 
in need of development involve an expanded temperature range, more 
rugged sensors, and the automation of data acquisition. Improvements 
in these areas would substantially enhance the utility of noncontacting 
instrumentation systems. 
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Differential Split Power 
Transmissions for a Single Shaft 
Passenger Car Gas Turbine Engine 
Descriptions, schematics, equations, and efficiency curves for a unique single shaft gas 
turbine engine transmission, consisting of a power splitting differential reduction gear 
combined with either a variable stator torque converter or variable ratio traction drive as 
a speed variator, and with a current production automatic four-speed gear box as a ratio 
expander, are contained in this paper. 

Introduction 
Ford Research studies [1] indicated that a single shaft gas turbine 

engine with a suitable speed variator and conventional transmission 
could equal or surpass the performance of a two-shaft engine using 
a conventional transmission and a free power turbine with a variable 
power turbine nozzle as a speed variator. 

A Ford study [2] of 16 possible speed variator and transmission 
concepts for a single shaft engine, concluded with the selection of a 
power splitting differential gear train, combined with either a variable 
stator torque converter or a variable ratio traction drive as a speed 
variator and with a Ford Integral Overdrive (FIOD) transmission gear 
box as a ratio expander. 

Differential Variable Stator Torque Converter Arrangement. 
Figure 1 illustrates a basic split power variable stator torque converter 
(VSTC) arrangement. 

A fixed speed rotor is connected by a sun gear to a compound epi-
cyclic gear set utilizing two ring gears. The epicyclic gear set functions 
as both a reduction gear and as a power splitting differential. The 
normal direction of power flow is illustrated in Fig. 2. Power from the 
first ring gear goes to a speed reducing and rotational direction 
changing simple epicyclic gear unit which drives the impeller of a 
variable stator torque converter. The turbine of the torque converter 
drives the second ring gear of the compound gear unit if the converter 
speed ratio is positive. If the speed ratio across the converter is neg
ative, the rotational directional and power flow to the second ring gear 
are reversed. The planetary carrier acts as the output member of the 
compound epicyclic gear set and sends the collected power through 
a drop box to a modified FIOD transmission gearbox. The function 
of the startup and neutral idle clutches are discussed later in the 
paper. 

Speed and Power Relat ionships for Differential VSTC. The 
epicyclic gear differential unit is shown schematically in Fig. 3. For 
purposes of analysis the schematic shown in Fig. 4 can be utilized to 
indicate directions of rotation and loading on the various gear mem
bers. 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters December 7,1979. Paper No. 80-GT-19. 
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Variable Sta tor Torque Converter Pa ramete r s . An experi
mental variable capacity torque converter was designed, built and 
tested by Ford Research in 1970 for inline use with the Ford Model 
820 single shaft gas turbine engine. The torque converter was of the 
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Fig. 1 Differential split power variable stator torque converter transmission 
for a passenger car gas turbine engine 
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Fig. 5 9.18 in. dia variable capacity torque converter test results 

standard three element design except for movable stator blades. A 
performance map of test results on this 9.18 in. dia converter is shown 
in Fig. 5. Speed ratio, torque ratio, and capacity factor relationships 
from this map can be used in the equations contained in this 
paper. 

The map can be scaled for other converter sizes by using the rela
tionship: 

Kn 
9.18 

£>n 
(Kold) (8) 

where D n e w is a different converter size expressed in inches. 
Selection of Q, R, and X Gear Ratios. The gear ratio Q should 

be as large as possible to keep the planet rotational speed low and 
minimize spin losses. If the gear tooth pitch is [25], a ratio of Q = 11 
would be the largest practical for a three-planet arrangement. 

Gear ratio R essentially determines the output shaft speed range 
for a fixed input speed as the converter speed ratio varies from min
imum to maximum. This ratio R should also be as large as possible 
consistent with planet pinion gear size limitations and assembly re
quirements. 

Converter input speed is effectively controlled by ratio X as is the 
maximum amount of negative converter speed ratio required to stall 
the output shaft. In addition, ratio X shifts the operating line for any 
given engine power point around on the converter map if the Q and 
R ratios are held constant. 

Example of Differential VSTC Operation. As an example of 
the use of this arrangement, some basic relationships will be dem
onstrated for a typical engine. In the interest of simplifying the ex
ample, most of the data presented will be good approximations. 

Assumptions: Single shaft turbine engine with power and fuel 
flow characteristics as illustrated in Figs. 6 and 7, respectively. (Note: 
130 maximum hp at 100,000 rpm). 

A differential gear unit and directional reversing gear unit with 
ratios Q=U,R = 47.86, and X = 2.244 

A 9.18 in. variable stator torque converter with characteristics as 
shown in Fig. 5 

A vehicle installation in a 3125 lb. inertia weight car with a 2.73 axle 
ratio and 848 rev/ mile tires 

An FIOD transmission with ratios of 2.4, 1.47, 1.0, .67 in the four 
gear ranges. A ratio of 1.544 is used in the drop box connecting the 
differential carrier or output shaft with the transmission input. 
An assumed gear efficiency of: 

.75 + -
Ni ,1 /2 

e =-l .9923-
100000 

hpi 
(9) 

Figure 8 illustrates the shaft speeds of the example arrangement. 
The rotor idles at 55,000 rpm and has a 100 percent speed of 100,000 
rpm. The corresponding speed ranges of the other members for fixed 
rotor speeds of 55,000 and 100,000 rpm are also shown on the figure. 
Note that the converter turbine rotates backward when the output 
shaft is stalled. 

Figure 9 is an example of system operation at low road load horse
power and speed for a constant 55,000 rpm rotor speed. Note that 
rotor power is varied by inlet guide vane setting as shown in Fig. 6. 
Since the maximum K factor for the converter is 630, the vehicle will 

.Nomenclature-
hpc - converter input power 
hpi = engine power 
hpt = traction drive input power 
Kt = converter input capacity factor 
Nc = converter input or impeller speed 
Ni = input speed (engine rotor speed) 
N0 = output speed (planetary carrier 

speed) 
Np = speed of compound planetary about its 

NT = traction drive input speed 
Q = ring gear to sun gear ratio—mesh 1 
R = ring gear to sun gear ratio—mesh 2 
(SR) = converter speed ratio 
Tc = converter input torque 
T; = input torque (engine torque) 
T0 - output torque 

TT = traction drive input torque 
(TR) = converter torque ratio 
V = traction drive ratio (output speed/input 

speed) 
X = ring gear to sun gear ratio—mesh 3 
e = efficiency of one gear mesh or all bearings 

of a gear unit 
t0 ~ overall efficiency 
er = traction drive efficiency 
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Fig. 6 Power characteristics, ceramic turbine engine 
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Fig. 7 Fuel flow characteristics, ceramic turbine engine 

creep up to 10 mph in first gear with the variable stators in the torque 
converter closed while moving the engine inlet guide vanes with the 
engine at idle. A peak speed is possible in fourth gear of 42 mph with 
the engine at idle speed of 55,000 and the inlet guide vanes at a 0 deg 
setting and the converter stator set at about 50 deg. The location of 
the variable stator blades for various power levels for a given road 
speed can be approximated from this figure. Note that the negative 
speed ratio condition only occurs at vehicle speeds below 8 mph in first 
gear at rotor idle speed or up to 14.5 mph at maximum engine 
speed. 

Figure 10 is an expanded operation chart for the entire operating 
range of the engine-transmission arrangement. Note that large areas 
of operation are available at maximum turbine efficiency conditions 
where the inlet guide vanes are at a zero setting. This operation is 
possible due to the continuously variable operating characteristics 
of the engine-transmission systems. 

Figure 11 illustrates the zones of engine speed, inlet guide vane 
setting, fuel flow, and variable stator position required to operate an 
engine with this transmission arrangement. Note that in zone 12 a 
small area of operation exists at low grades and high vehicle speed 
where the inlet guide vanes move the engine off the maximum effi
ciency operating line. This would be at vehicle speeds of over 75 mph, 
and is not very significant. 

Figure 12 indicates where on the torque converter map the system 
is operating for conditions of: 

• 0 percent Road Load 
• Constant 10 hp at 55,000 rpm 
• Constant 18 hp at 55,000 rpm 
• Constant 130 hp at 100,000 rpm 

Note the extrapolation of the basic torque converter map for neg
ative speed ratios and stator angles less than 20 deg. Operation in 
these areas must be verified. 

Figure 13 illustrates the component speeds at idle. A clutch called 
the neutral idle clutch exists in the mechanical path from the con
verter turbine to the second ring gear of the differential unit. At ve
hicle idle this clutch is disengaged to prevent churning losses in the 
converter while still permitting operation of the engine accessories 
which are driven off the impeller side of the converter. If a negative 
speed ratio is a problem, this clutch can be slipped to allow for vehicle 
startup. 

Figure 14 illustrates the direction of gear member loading and 
rotation during engine start and explains the possible need for a 
backstopping clutch on the differential carrier for a reaction member. 
The backstopping clutch is engaged only at vehicle start and is en
ergized by the starter circuit. 

Figure 15 indicates the accessory shaft speed for various steady 
state vehicle speeds for a 0 percent grade road load. At vehicle speeds 
from 15 to 60 mph the accessories have a speed of only plus or minus 
14 percent. Accessory speeds are 57 percent high at idle, but the 
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overall operating range is still less than 2:1, which is very close to a 
constant speed accessory drive. 

Optional Split Power VSTC Arrangement. Numerous possible 
gear arrangements exist for splitting power to the torque converter. 
An example is given in Fig. 16 where the second ring gear to the dif
ferential is eliminated and the converter turbine is attached to the 
differential carrier or output shaft. This eliminates negative speed 
ratios since the output shaft stalls when the converter is stalled, also 
losses are reduced if a neutral idle clutch is not utilized. However, Ford 
studies indicate that this arrangement is not as efficient as the dual 
ring gear approach. Also the dual ring gear arrangement offers growth 
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Fig. 11 Operation chart 

potential for replacing the VSTC unit with a variable ratio toroidal 
traction drive while eliminating the directional reversing gear set. 

Differential Variable Ratio Traction Drive Arrangement. 
Figure 17 illustrates a basic split power variable ratio traction drive 
(VRTD) arrangement. 

A fixed speed rotor is connected by a sun gear to a compound epi-
cyclic gear set utilizing two ring gears. The epicyclic gear set functions 
as both a reduction gear and as a power splitting differential with 
power flow as illustrated in Fig. 18. Power from the first ring gear goes 
to the input side of a VRTD, with the output side of the VRTD con
nected to the second ring gear. The planetary carrier acts as the output 
member of the compound epicyclic gear set and sends the collected 
power through a drop box to a modified FIOD transmission gearbox. 
A combined coupling/clutch is provided for neutral idle, and vehicle 
startup from rest. The VRTD is repositioned each time a shift occurs 
in the FIOD transmission gearbox. 

Speed and Power Relationships for Differential VRTD. The 
basic epicyclic gear and VRTD unit is shown schematically in Fig. 19. 
For purposes of analysis the schematic shown in Fig. 20 can be used 
to define rotations and gear loadings. 
The following relationships can be obtained: 

M Q(R+1)+RV(Q+1) 
No" RV+Q 

0.0 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 
TORQUE RATIO (T0/T|) 

Fig. 12 Converter operation map 
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Fig. 13 Neutral idle 
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BACKSTOPPING CLUTCH 

Fig. 14 Engine start 

(10) 

10 20 30 40 50 60 70 80 90 
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Fig. 15 Accessory versus vehicle speed 
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Fig. 17 Differential split power variable ratio traction drive transmission for 
a passenger car gas turbine engine 
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Example of Differential VRTD Operation. An example similar 
to that presented for the VSTC can be made for the VRTD. 

Assumptions: 
Single shaft turbine engine with power and fuel flow characteristics 

as illustrated in Figs. 6 and 7. 
A differential gear unit with ratios Q = 11 R = 47.86. 
A toroidal traction drive with variable ratio V = .33 to V = 3. 
A vehicle installation in a 3125 lb inertia weight car with a 4.04 axle 

ratio and 848 rev/mile tires. 
An FIOD transmission with ratios of 2.4, 1.47, 1.0, .67 in the four 

gear ranges. A ratio of 1.842 is used in the gear box connecting the 
differential carrier or output shaft with the transmission input. 

An assumed gear efficiency of: 

Ni \ i /2 

1000001 
.75 + -

.9923--
hpi 

(9) 

An assumed traction drive efficiency (er) from reference [3]. 
Sample calculation reveal that when V = .33 then Ni/No = 27.092 

and 33 percent of the power goes through the VRTD. When V = 3 
then Ni/No = 14.623 and 16 percent of the power goes through the 
VRTD. Thus for a 130 hp engine only a 43 hp traction drive is re
quired, and a 10 percent loss in the traction drive only represents a 
maximum 3.3 percent loss in overall efficiency. In this example the 
maximum traction drive input torque is calculated at 68.2 ft-lbs at 
1631 rpm (V = 3) and minimum torque 45.1 ft-lbs at 5057 rpm (V = 
.33). It is estimated that this torque can be accommodated by a three 
roller traction unit with a 5.75 in. o.d. and 2.68 dia rollers. 

Figure 21 illustrates the shaft speeds of the example arrangement 
with a rotor idle speed of 55,000 rpm and a 100 percent speed of 
100,000 rpm. The corresponding speed ranges of the other members 
for fixed rotor speeds of 55,000 and 100,000 rpm are also shown in the 
figure. Note that the output shaft has a speed ratio range of 1.85 for 
a fixed input speed, and does not go to 0 speed. A slip clutch is re
quired to stall the output shaft. 

Figure 22 is an example of system operation at low road load 
horsepower and vehicle speed for a constant 55,000 rpm rotor speed. 
Note that maximum horsepower available at the wheels is practically 
constant for this engine speed, indicating practically a constant effi
ciency for the system. Note that the slip clutch is required for vehicle 

<,M 1111 M 1 1 1 1 i M i 111 i i < 11111,11111, i , 1111111111,11 

18 HP @ 55000 IGV = 0° 

/ 10 HP @ 55000 IGV = 40° / 

™ " / / > < - 0 % GRADE 
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> y 
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Fig. 22 Differential VRTD operation at low power 
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Fig. 24 Eff ic iency compar ison at 100 percent power 

speeds between 0 and 8 mph, or once the clutch is engaged and the 
vehicle has a creep speed of 8 mph. Note that a full stroke of the 
traction unit of .33 to 3 and back to .33 is not required due to the ratio 
overlap of the FIOD transmission. If a transmission was available with 
four speeds as multiples of 1.85 then the full range of the traction unit 
would be used in all gears and creep speed could be reduced to 4.5 mph 
for a vehicle with a top speed of 97 mph and a 55 percent idle speed 
on the engine rotor. 

Figure 23 illustrates the complete operating range of the engine 
transmission system, and illustrates the large area of engine operation 
available at peak engine operating efficiency with the IGV setting of 
zero. The amount of power available for accelerating the vehicle in 
high at all vehicle speeds with no dips, and the slip clutch is required 
only for vehicle start from rest. 

Under steady state operating conditions this appears to be a highly 
efficient engine-speed variator-transmission system. The response 
and shift smoothness during transient operation remain unknown and 
details on this aspect are beyond the scope of this paper. 

Comparison of Differential VRTD and VSTC Arrangements. 
Figure 24 compares the efficiency of full engine power across a nor
malized full speed ratio range for both arrangements considered in 
this paper. The efficiency is for the powertrain from engine rotor to 
speed variator and does not include dropbox, transmission, and axle. 
It can be seen that the VRTD arrangement is about 12 percent more 
efficient than the VSTC arrangement at the maximum end of the 
speed range and increases this efficiency advantage to the point of 
clutch slip. Part power efficiencies are not included in this paper but 
the trends are similar, i.e., the VRTD arrangement is more efficient 
at all power levels. 

Summary 
A compound epicyclic reduction gear set, utilizing two ring gears 

for differential power splitting and combined with either a variable 
stator torque converter or a small variable ratio traction drive as a 
speed variator, can be combined with a current automatic transmis
sion gearbox to form a highly efficient final drive for a single shaft 
turbine engine. 

Conclusions 
Both of the basic transmission arrangements described in this paper 

are viable concepts for use with a single shaft turbine engine. 
Based on efficiency considerations only, the differential VRTD is 

preferred over the differential VSTC arrangement. However, both 
arrangements are considered to be of relatively high efficiency due 
to the power splitting nature of the design. 

Practical factors favor the VSTC, since the ability to obtain smooth 
shifts with the VRTD and to supply traction units in high volume 
remain unknown. The design of a low cost automatic modulating slip 
clutch may also prove to be a problem with the VRTD arrange
ment. 

It appears that the VSTC arrangement should be developed first 
and then the VRTD arrangement evolved as a growth effort of high 
potential. 

Although no comparison with two shaft or multiple shaft turbine 
arrangements are given in this paper, due to limitations in scope, 
sufficient data are presented to permit the observation that a single 
shaft engine with the VSTC arrangement will equal the performance 
and with a VRTD arrangement will surpass the performance of a two 
shaft engine when installed in a passenger car. It remains for the 
reader to confirm that observation. 
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Inlet Flow Distortion in 
Turboniachinery 
A single stage axial compressor with distorted inflow is studied. The inflow distortion oc
curs far upstream and may be a distortion in stagnation temperature, stagnation pressure 
or both. The blade rows are modelled as semi-actuator disks. Losses, quasi-steady devia
tion angles, and reference incidence correlations are included in the analysis. Both sub
sonic and transonic relative Mach Numbers are considered. A parameter study is made 
to determine the influence of such variables as Mach Number and swirl angle on the at
tenuation of the distortion. 

I n t r o d u c t i o n 
It is well known [1, 2] that axial flow fans and compressors suffer 

a loss in performance and a loss in stability if the inlet flow is cir-
cumferentially nonuniform. In this study, a stage whose chords are 
finite length (semiactuator disk) is analyzed. The flow is taken as 
compressible. Radial effects are ignored. The flow nonuniformities 
are small perturbations superimposed on a steady mean flow. The 
distortion occurs at upstream infinity and is in the form of total 
pressure and/or total temperature. Losses and quasi-steady deviation 
angle correlations are included in the analysis. The passage of a dis
tortion through the stage is described and the effect on attenuation 
of Mach number, inlet angle, and other parameters is shown. 

In a separate, but related analysis, the same problem is analyzed 
except that the flow relative to the rotor is transonic. 

B a c k g r o u n d 
The first papers in this field were those of Ehrich [3] and Rannie 

and Marble [4]. Both were linearized, incompressible actuator disk 
solutions. Later papers have used a parallel compressor model [5], 
studied compressor-diffuser interaction [6], studied the flow in the 
annulus from a secondary vorticity plus shed circulation viewpoint 
[7], considered large flow perturbations [8], considered mixed-flow 
machines [9], and made and analyzed measurements on a high-speed 
machine [2]. Quite a thorough search of the literature through 1974 
may be found in [1]. 

There appears to be no previous work in which both velocity and 
temperature distortions are treated, the blade rows modelled as 
semi-actuator disks, and losses and quasi-steady deviation angle 
correlations included in the analysis. 

F o r m u l a t i o n 
Field Equations. The governing equations for the flow field up

stream of the rotor, between rotor and stator, and downstream of the 
stator will be written in an absolute coordinate system. Dependent 
variables are written as mean value plus perturbation, for example 

p' = p + p = mean value plus perturbation. 

The equation of continuity is 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at 
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1 Dp' 
-~^-+V-q' = 0 
p' Dt 

(1) 

where p, q, and t are, respectively, density, vector velocity (q' = iu' 
+ jv'), and time. The velocity perturbation may be written as the sum 
of rotational and irrotational parts: qR, qIRR. Further r j I R R may be 
written 

qIRR = v<*. 

Introducing these variables into (1), and linearizing gives 

upx + vpy + pV2c£ = 0, (2) 

where ( )x indicates partial derivative with respect to x. 
From the momentum equation, 

i>q' en 
— + q'-(Vq') = - — Vp' 
dt p' 

Further, qR may be written as the curl of a vector potential A 

qR = VxA 

Since the flow is a plane flow, VxqR is in the z direction, and VxqR 

may be written 

VxqR = k$ 

It may be shown that, to first order, 

<?-Vf=0 

that is, the vorticity perturbation is convected with the mean flow, 

and one may write 

'y-xt&na 

where 

f = / 

a = tan l -

r = turbomachine mean radius 

Sine f must be of period 2-ir/n, n an integer, an arbitrary function f 
may be written as 

f = 2 An exp[in-t>'-*tana>/''l 
From the definition of A, it follows that 
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dAz 
(3) 

(4) 

(5) 

oy 

vR = ~ 
ox 

where Az is the z-component of A. One may also show that 

q-VAz = 0 (6) 

The most general form for Az which satisfies the above requirements 

Az = 2 A n e in>- I t a W r (7) 

Then expressions for uR and vR may be found through (3, 4), and 
(7). 

The entropy is next considered. The flow is modelled as isentropic, 
but not homentropic. Thus, each particle maintains its entropy, but 
the entropy varies from particle to particle. 

Ds' 

Dt 
0 

(8) 

(9) 

ds ' 
— + q' • Vs' = 0 
ot 

Dropping the unsteady term, one has, to first order, 

q • Vs = 0 

From this requirement and the periodicity, one may conclude 

s = 2.Enexp[in<:>'-*talM>r] 

From the above conclusion that the entropy perturbation is convected 
by the mean flow, the assumption of an equation of state of the 
form 

p = p(p,s), 

use of the linearized continuity and momentum equations, one may 
obtain an equation for the velocity potential <j>: 

( 1 - M * 2 ) ^ 2MxMy<j>xy + (1 - My
2)<t>yy = 0 (10) 

where 

Mr 

Mv 

u 
c 
V 

c 
and c is the sound speed. 

Solutions to (10) which fit the current problem are 

where 

0 = (B„e^i* + B'ne^x)einy/r 

= w M x M y + V r a 2 ( l - M 2 ) 

^ K l - M * 2 ) 

(11) 

= inM,M y - Vt t 2 ( l - M2) 

^ 2 K i - M , 2 ) . 

From (11), one may find the velocity components u I R R and umR. 
If the x -momentum equation, 

— (u<l>x + v<t>y) = -~px, 
ox p 

is integrated partially with respect to x, one obtains 

Since lim p = 0, 

U(j)x + u<j>y = - — p + f(y) 

+ O0 

(12) 

then f(y) = 0. Thus, (12) gives p (x,y,Bn,B n', mean flow parameters) 
using 0, given by (11). 

A similar level of detail may be obtained for the density. The 
equation of state, p ' = p'RT', and the thermodynamic requirement 
Tds = dh — dpip yield a relationship between the perturbations in 
density, pressure and entropy. 

p I p 7 - 1 
- = — — s 
p yp yR 

The previously obtained expressions for p and s then permits one to 
obtain an expression for p: 

p = p (x,y,Bn,Bn',En, mean flow parameters) 

Boundary Conditions for M2 R E L < 1. The stations in the flow 
are described in Fig. 1. Examination of the above procedures for the 
flow upstream of the rotor, between rotor and stator, and downstream 
of the stator reveal that the number of unknowns is 20: Bn; {w,p,p,s) 
at stations 3, 4, 7; BnS, Bnb, An5, En 6 , Bng, En9, A„9. Thus 20 equa
tions, derived from the boundary conditions, are sought. One of these 
will be given in some detail, to suggest the procedure. The others will 
be mentioned only by name. 

Continuity across the leading edge of the rotor requires that 

(p'u')i = pa'ws' cosdi (13) 

where w is the velocity relative to the blade row and $i is the mean 
angle of the flow entering the rotor, as shown in Fig. 2. 

The first order component of (13) is 

(pu + up)z = (pw + pw)$ cos0i (14) 

. N o m e n c l a t u r e -

A = vector potential, area 
An = Fourier coefficient for vorticity 
Az = z-component of A 
Bn,Bn' = Fourier coefficient for 0 
c = sound speed, chord 
En = Fourier coefficients for the entropy 
go = constant of proportionality: F 

ma/go 
h = enthalpy 

k = unit vector, z direction 
L = standoff distance 
Le = blade row spacing 
M = Mach number 
n = harmonic number 
p = static pressure 
P' = (/>'c'MREL')2 

q = vector velocity 

R' = {p'c%A 

Qi,Qi = exponents defined in the text 
r = mean radius 
R = gas constant 
s = entropy, blade spacing 
t = time, thickness 
T = static temperature 
U = wheel speed at the mean radius 
u,u ='X,y components of velocity 
w = relative velocity in the blade passage 
x,y = axes 

a = t a n - 1 — (absolute air angle) 
u 

/3 = relative air angle 
7 = ratio of specific heats 
5 = deviation angle 
f = magnitude of VxqR 

6 = circumferential coordinate 
#1 = rotor stagger angle 
8q = stator stagger angle 
£/; = rotor chord length 
p = density 
o" = solidity, chord/spacing 
4> = velocity potential, g I R B = V0, camber 
X = loss coefficient 
Q = shaft angular velocity 
Subscripts and Superscripts 

) = mean value 
)' = mean value plus perturbation 
)IRR - irrotational 
) R — rotational 
)A = rotor 
)s - stator 
)o = stagnation 
)REL _ r e l a t ive to blading 
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rotor stator 

Fig. 1 Coordinates and notation 

_ I91-8m5 

Fig. 2 Definition of various angles; dashed line is the camber line 

The unknowns in this equation are u2, p% w3 and ps. The first two, 
«2 and pi are themselves functions of the incoming flow perturbations 
and the mean flow parameters: 

u-2 = u2(An, Bn, y, mean flow parameters) 

P% = Pi(Bn, En, y, mean flow parameters) 

Thus (14) can be viewed as one equation in the unknowns Bn, w3 and 
P3. An and En are considered known, since they are fixed by the flow 
at station 1. 

Note that the properties at stations 7 and 8 are assumed equal. The 
losses in the stator are assumed to occur between 8 and 9. Similarly, 
the rotor losses are assumed to occur between 4 and 5. 

The remaining equations are 
• Constant relative stagnation enthalpy from station 2 to station 

3,4 to 5,6 to 7, 8 to 9 
• Constant entropy, 2 to 3, 6 to 7 
• Equation of state (p-p-s relation) at 3, 4, and 7 
• Continuity (4 to 5), (6 to 7) 
• Deviation angle, rotor 

$5 = SROTOR 

The deviation angle 5' is taken to be 

8' = d'(P2', M2
R E L ' ) , 

and (15) becomes 

d8' „ d<5 

(15) 

J5 = D 2 H 
d/32 'H dM2

ReV 
M,BEL 

The values of the above derivatives may be obtained from corre
lations such as those in [10]. 

• Deviation angle, stator 

<5STATOR = «9 or 

d5' d5' . 
r ~ « 6 + —77 M6 = ct9 
i>a6' dM6 

• Flow through the rotor. The perturbation properties at the 
rotor trailing edge are determined from those at the leading by 
modelling the flow in the blade passages as inviscid one-dimensional, 
compressible, unsteady flow as described in [11]. The result may be 
written 

W4 

P4 

Pi 

= u\iRu-^ 
w3 

P3 

P3 

where 

eM(s 

e^2{R 

e
x3?R 

Ai = -
inQ, 

X2 = -

c3(MWSL - 1) 

inQ 

c3(MBEL + 1) 

inQ 

& 

TJ: 

W3 

rotor chord length 

_£2 h 0 
Pa Ps 

(7 - 1)P3 
1 1 - -

yR 

0 TP3 TPa 

Pa Pa 

Losses in the rotor. A loss coefficient x is defined: 

P 0 2 ' REL . P051 REL 

P2<? REL2 

Also, po2REL = P04REL, since it is assumed that the rotor loss occurs 
across the trailing edge. Then 

. « ' - . . ' - - * i n ^ - * m i l - ^ ^ l as) 
P04" 2goPo2' 

To first order, we have 

ss ~ S4 = Gi, 

where Gi is the first order component of the right hand side of (16). 
We further assume that a lag occurs in S5, corresponding to the ob
servation that the entropy perturbation travels with the mean relative 
flow velocity: 

S5 = s 4 + • 

W3 
Gi 

w3 + inQ, 

• Losses in the stator. The approach here is similar to that of 
the previous section. A loss coefficient Xs for the stator is defined: 
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Fig. 3 Bow wave, passage shock, and Prandtl-Meyer expansion 

POB ~ P09 

Page'' 

Further, po6 = Pos, since it is assumed that the rotor loss occurs across 
the trailing edge. Then 

Ss — Sg' = ~R In 

To first order, we have 

. P O L = _ H l n l _ £ 6 9 6 ^ ( 1 7 ) 

P09 \ 2g0Poe' 

• sg = G 2 , 

where Gi is the first order component of (17). 
Boundary Conditions for M2REL > 1 

In the case M2REL > 1, a bow wave exists at some distance from the 
blade leading edge, as shown in Fig. 3, and studied in [12]. Figure 3 
shows the cascade, two stagnation streamlines (dashed), a Prandtl-
Meyer expansion, and a bow wave and shock. This is in accord with 
[12]. 

The standoff distance is represented as a mean value plus pertur
bation: 

U = L + L 

Further, this distance is a function of M2R B L and ft?-

•• U ( M 2 0 

The perturbation L, obtained from the above expression, will be pe
riodic in 6: 

- L(6) = Aein0 

Then the rate of change of standoff distance with time will be 

. dLdd IA . ,. ._ 
L = = (Aeln0in)Q 

d6 dt 
That is, 

L=L(6)inQ, 

The details may be found in [11]. 
As was done in the previous section, we may then list the unknowns: 

Bn% B„5, B„B, Bng, A„6, An9, Enb, Eng, U>2A, W3, W4; W», P2A, P3, Pi, Pi, 
P2A, PS, Pi, PS, S3, «4, S8, L, M2

B E L , M2 A
R E L , R, P, $2, T2A 

The number of unknowns is 30, and this number of relations among 
the variables is sought. 

We next list these equations, 
o Continuity, 2A to 3 
• Momentum, IA to 3 
• Constant relative stagnation enthalpy, 2A to 3,4 to 5,6 to 7, 8 

to 9 
Flow in the rotor, 3 to 4 (similar to previous discussion) 
Losses in the stator 
Losses in the rotor, stator 
State equation (p-p-s) at IA, 3, 4, 8 
Continuity, 4 to 5, 6 to 7, 8 to 9 
Deviation angle for the rotor, stator 
Entropy perturbation carried by the mean flow, 5 to 6 
Prandtl-Meyer turn 

o State equation (p-p-T) at 2A 
* Definition of M 2 A R E L 

» The standoff distance L' may be found by adapting the results 
of [12]: 

L' 

scos/?2' 

(p'c 'MR E L ' )2 cos(, • 0i + tan" 1 VM 2 A
R E L 'Z - 1) 

(pV)2 

where / is a known function. It is from this relation that one achieves 
L«9)andL. 

. Definition of M 2
R E L 

• Definition of /32 

• Entropy rise, 2A to 3 
• Definition of R occurring in L expression 
• Definition of P occurring in L expression 

R e s u l t s 
With the theory described in previous sections, there are a number 

of parameter studies one may make. Also, one may consider upstream 
distortions in T 0 only, in po only, or in both To and po- These are 
named case 1, 2, and 3, respectively. In this last case, one may also vary 
the phase angle between po and T0. In making the study, the pa
rameters are varied about representative values, chosen from [2]: 

«2 = 0 

<j>u = 6.15 deg 

Mx 2 = 0.616, M 2
R E L = 1.171 

/32 = 58.2 deg 

t\ 
\clR 

\c s 

• 5.74 percent 

6.88 percent 

0s = 38.34 deg 

— = 0.242 

- 6 = 0.168 
r 

<JR = 1.665 

as = 1.572 

Figure 4(a) shows the ratio of perturbation magnitudes TQ6/TQI 
and Toio/Toi = T0e/Tm for case 1. Note that for Mx 2 = 0.527, M 2

R E L 

= 1. The ordinate is not monotonic. Attenuation is achieved for M l 2 

greater than about 0.6. Figure 4(b) shows that poe/pos = 1, as ex
pected; and that attenuation occurs across the stator. Again, the or
dinate behavior is not monotonic. 

Next, consider case 2, po distortion only. Figure 4(c) shows that 
Toe/To5 = T0i0/To5 = 1 for all MX2, as expected. Figure 4(d) shows 
Poe/Poi andpoio/poi versus M^- Note that there is attenuation across 
the rotor and further attenuation across the stator for every Mx2-
These curves display both a maximum and a minimum. 

Next, consider both a po and a To distortion, in phase at station 1. 
Figure 4(e) shows that To is attenuated by the rotor, (but not by the 
stator) for all MX2, but the ordinate behavior is not a simple one. If 
we compare Fig. 4(e) to 4(a), we note that a To distortion alone can 
be amplified, but, when accompanied by a p0 distortion, is attenuated 
(under the conditions examined here). Figure 4(f) shows a consider
able attenuation across the rotor and a further attenuation across the 
stator. If we compare Fig. 4(f) and 4(6), it appears that a po distortion 
is much more highly attenuated when accompanied by an in-phase 
To distortion. _ 

The same type of study has been made, but with /?2, chord/mean 
radius, and phase angle between the upstream p 0 and T0 distortions 
as independent variables. The graphs are contained in [11]. A simple 
summary is difficult, but, at least for the mean flow states examined, 
attenuation is a monotonic function as follows: 

• Subsonic through transonic. With a po distortion, increased 
po attenuation occurs with increasing (32- With a po and To distortion 
(in phase) increased po attenuation occurs with increasing pV 

1A second value of Mx2, not from [2], was chosen to yield a subsonic M2
REL: 

M,, = 0.3, M2
REL = 0.57. 
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0 . 0 0 0 . 3 0 0 . 6 0 0 . 9 0 
MX2 

Fig. 4(a) Parameter study of attenuation. To distortion, M,2 variable Fig. 4(d) p0 distortion, M»2 variable 
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MX2 
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Fig. 4(6) T0 distortion, M»2 variable Fig. 4(e) p0 and 7"0 distortion, M*2 variable 

0 . 0 0 0 . 3 0 0 . G 0 
MX2 

Fig. 4(c) po distortion, M l 2 variable 

0 . 9 0 0 . 0 0 0 . 3 0 O'.SO 0 . 9 0 
MX2 

Fig. 4(/) p„ and 7"0 distortion, Mx2 variable 

928 / VOL. 102, OCTOBER 1980 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



« Transonic. W i t h To distortion, increased To a t tenua t ion occurs 

wi th increas ing c h o r d / m e a n rad ius . W i t h a To d i s tor t ion , increased 

p o a t t e n u a t i o n across t h e s t a to r occurs wi th increasing c h o r d / m e a n 

rad ius . W i t h a TQ and po d i s to r t ion (in phase) increased To a t t e n u a 

t ion and decreased po a t t enua t ion occurs with increasing chord /mean 

rad ius . 

« Subsonic. Wi th a po distort ion, increased po a t t enua t ion occurs 

wi th increas ing a?,. 

W i t h a po a n d To d i s to r t ion , inc reased To a t t e n u a t i o n a n d po a t t e n 

ua t ion occurs wi th increasing ai. 
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Continuously Variable Ratio 
Transmissions for Single-Shaft Gas 
Turbines 
The single-shaft gas turbine was combined with various CVR transmission. Of the three 
variants studied in detail—purely hydrostatic transmission, hydrostatic transmission 
with internal power splitting, and hydrodynamic transmission with variable pitch con
verter—the latter gives the best transmission efficiency. However, comparison with the 
two-shaft gas turbine shows quite clearly that in practically all cases a large part of the 
gain in efficiency achieved by increasing the process temperature to 1623 K is absorbed 
by the losses from the CVR transmissions. Because of the great significance attached 
today to fuel consumption, the combination of single-shaft gas turbine with CVR trans
mission—on the basis of these investigations—cannot be recommended. This statement 
would even apply if it was to be proved that the simple design of the single-shaft gas tur
bine alone permitted the use of ceramic material and thus the higher process tempera
tures. This is because the conditions along the traction resistance line for level ground 
have a much greater effect on everyday fuel consumption than the efficiency ratings at 
full load. The latter only has an effect during acceleration or when steep gradients are 
being negotiated. 

Gas turbines so far have not been able to replace the reciprocat
ing piston engine in motor vehicles. There are two essential reasons 
for this: the higher fuel consumption, above all in the part-load range, 
and the greater construction expenditure. One hopes to improve the 
fuel consumption by applying the higher process temperatures made 
possible by the use of ceramic materials. As regards cutting down the 
construction expenditure, attention is being focused once again on 
the single-shaft gas turbine. As this can only be made suitable for use 
in vehicles if a continuously variable ratio (CVR) transmission is 
employed, these transmissions will have a decisive effect on the future 
of the single-shaft gas turbine as a drive unit. 

With the single-shaft gas turbine (Figs. 1(a) and (b)) the one tur
bine has to provide not only enough power to drive the compressor, 
but also enough to drive the vehicle. This results in a relatively simple 
drive unit with the added advantage that the parts subjected to the 
high temperature can be constructed in a relatively compact and ro-
tationally symmetrical form. On the other hand, the two-shaft gas 
turbine (Figs. 2(a) and (&)) has a separate turbine with which to drive 
the vehicle. In this way the speeds of the vehicle and the gas generator 
are not directly interdependent, which provides considerable ad
vantages. However, the construction expenditure is greater and 
central arrangement of the combustion chambers is hardly pos
sible. 

The differences are clearly shown by comparing the operational 
performance maps of vehicles with the performance maps of gas 
turbines. The single-shaft turbine, (Fig. 3) covers only a very small 
part of the required map; i.e. it can only be rendered useful by means 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters. December 7,1979. Paper No. 80-GT-21. 

of CVR transmissions. On the other hand, the two-shaft gas turbine 
(Fig. 4) in principle requires no additional transmission. However, 
it appears worthwhile generally to provide a few selectable ratios for 
purpose of acceleration and to enable steep gradients to be negotiated 
easily. 

The demands made on the CVR transmission by the single-shaft 
gas turbine are considerable. For example, a fourfold increase in 
maximum torque is necessary to enable steep gradients to be over
come. However, as maximum torque in the turbine is only produced 
at the point of maximum output, a limitation of this transmission 
range would result in very high power dissipation in the start-up zone 
and is thus unacceptable. Rather, a considerably greater transmission 
range is necessary to convert even operating points of low output to 
a high starting torque. A large transmission range, however, can also 
be recommended for operation at low output levels and low driving 
speeds. As the idle speed of the single-shaft gas turbine is about 50 
percent of its maximum speed, and as the vehicle will be driven at low 
speeds for a not inconsiderable part of its total operating time, too 
much slip would be very uneconomical. Consequently, transmission 
ranges of over 20 are necessary, at least in the part-load range. Un
fortunately, the efficiency ratings of all CVR transmissions decrease 
as the transmission range increases. The efficiency of the transmission, 
however, is of decisive importance as it greatly influences the fuel 
consumption of the drive unit. 

CVR transmissions are able to extend an operating point on the 
input shaft to an operating curve on the output shaft. Similarly they 
can extend an operating curve on the input shaft to a whole operating 
field on the output shaft. Consequently, a suitable characteristic curve 
must be selected from the operating field for the single-shaft gas 
turbine. (Fig. 5). This suitability is judged according to the criteria 
fuel consumption and acceleration reserve. By acceleration reserve 
I mean the torque which becomes spontaneously available solely as 
a result of a change in temperature, without involving any change in 
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Fig. 1(a) Longitudinal section through a single-shaft gas turbine 
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Fig. 1(b) Block diagram of a single-shaft gas turbine 

Fig. 2(a) Longitudinal section through a dual-shaft gas turbine 
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Fig. 2(h) Block diagram of a dual-shaft gas turbine 
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Fig. 3 Performance graphs of a vehicle and a single-shaft gas turbine 
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Fig. 4 Performance graphs of a vehicle and a dual-shaft gas turbine 
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speed. The chosen characteristic curves must all go through the point 
of maximum output (Fig. 6). The curve "constant speedmax = con
stant" exhibits the greatest acceleration reserve but also the worst 
fuel consumption. The "best fuel consumption" curve is the full load 
curve, but it provides no acceleration reserve. A mean characteristic 
curve between these two extremes was therefore chosen. 

Various types of CVR transmission are available: mechanical 
converters, hydrodynamic converters and hydrostatic converters. 

Mechanical Converters 
The traction or chain drives used in mechanical converters generally 

have a transmission range of 4 to 5. The change in conversion during 
operation is achieved by adjusting the radius of the pitch point. The 

proposed gas turbine transmission shown in Pig. 7 has toroidal drive 
system with a high conversion ratio of / = 9 (!) and a regenerative 
power-split arrangement. As a result it is possible to raise the trans
mission range to over 20. However, the regenerative blind power, 
which is greater than the input power, reduces the efficiency of the 
unit (Fig. 8). Despite this, the efficiency ratings given in the available 
literature—especially the minor difference between the output of 220 
DIN/hp and that of 25 DIN/hp—are remarkable. Mechanical CVR 
transmissions normally also require special start-up devices (clutches) 
and a reverse gear. The available data are not sufficient to combine 
a gas turbine with the transmission in a common performance 
map. 

Turbine Inlet Tempera lure 7} 
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Fig. 5 Performance graph of a single-shaft gas turbine 
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Hydrodynamic Converters 
The torque input curve of a hydrodynamic transmission is a para-

boly. If it is taken through the point of maximum output for a sin
gle-shaft gas turbine, then this parabola intersects only a part of the 
performance map (Fig. 9). Now, it has been suggested that a CVR 
transmission with a conversion range of about 2-3 should be placed 
between the gas turbine and the converter, because in-this way the 
performance map of the single-shaft gas turbine can be varied so that 
it can be combined with a fixed-blade converter. However, the effi
ciency ratings of the CVR transmission and the converter transmis
sion are then multiplied. 

Another possibility is to use variable pitch converters, in which case 
the natural characteristic curve can be altered by means of pivoting 
reactor blades so as to enable operation along the selected charac
teristic curve. Adjustment of the reactor blades is dependent on the 
operating point of the gas turbine and not on the driving condition. 
Using measured performance maps of a variable pitch converter— 

O l i v t S H A " Sr-uc ( a ' " « too) 

Fig. 8 Tracor transmission, characteristics 

TurbmB 

although a higher output version—and the performance map for the 
single-shaft gas turbine as in Fig. 5, a performance map was calculated 
for the combination single-shaft gas turbine and variable pitch con
verter (Fig. 10). There is a relatively large area where efficiency is 
better than 80 percent. The traction resistance, curve "road load" 
corresponds approximately to the best fuel consumption curve. 

In order to provide the turbine with good climbing ability at part 
load, it is necessary to extend this turbine converter performance map 
by three selectable transmission ratios. The result is the operational 
performance map in Fig. 11 showing the overall efficiency of engine 
times transmission. The shift curves between the individual gears were 
chosen according to minimum consumption. The achievable efficiency 
ratings are not bad. However, as the traction resistance curve on level 
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Fig. 13 Performance graph of single-shaft turbine and hydrostatic trans
mission Installed in the vehicle 

ground—where the vehicle is driven for most of the time anyway— 
calls for only a little traction at low road speeds, the efficiency ratings 
there are really very low. The transmission described here consists 
of proven elements and will therefore pose no problems in operation. 
Expenditure as compared with ordinary automatic transmissions is 
slightly increased by the use of a variable converter, but is quite ac
ceptable nevertheless. 

Hydrostatic Transmissions 
Hydrostatic transmissions are the most adaptable of all CVR 

transmissions. The torque conversion is proportional to the volume 
ratio of hydraulic motor and hydraulic pump. Good efficiency ratings 
can only be achieved in a relatively narrow conversion range, this being 
due mainly to flow losses. As the conversion range permitted by the 
change in swept volume of the hydraulic motor hardly goes above 3; 
everything beyond this figure must be done via the change in swept 
volume of the hydraulic pump. At constant output the increase in 
hydraulic pump volume means a decrease in pressure and an increase 
in quantity, and this leads very quickly to a clear deterioration in ef
ficiency. A hydrostatic transmission was calculated for the single-shaft 
gas turbine, using the best hydrostatic machines on the market and 
assuming that very high pressures of over 400 bar are permissible in 
special cases. The result is shown in Fig. 12. In the torque range 4 to 
1.6, the swept volume of the hydraulic pump is increased, thus low
ering the maximum pressure from about 450 to 180 bar. The following 
range between the conversion 1.6 and 0.5 is completed by adjusting 
the hydraulic motor. As a further reduction of the swept volume of 
the hydraulic motor would quickly result in a deterioration in effi
ciency ratings, the missing range must be completed by a further in
crease in the swept volume of the pump and thus decreasing pressure. 
As a result the efficiency in this area deteriorates very quickly. The 
results achieved are very good and the range of efficiency above 70 
percent is remarkably wide. The combination with the vehicle was 

chosen so that the traction resistance curve for level ground intersects 
areas of good efficiency wherever possible. The actual performance 
map in Fig. 13 again shows curves of constant overall efficiency of the 
transmission. Here too the traction resistance curve for level ground 
lies in areas of poor overall efficiency for much of the driving speed 
range. 

Hydrostatic Transmission in Power Split 
Arrangement 

Time and time again it is suggested that the efficiency of hydro
static transmissions should be improved by means of power splitting. 
In the following investigation no consideration is given to any of those 
arrangements where the ranges of hydrostatic transmissions are ex
tended by the shifting of servo units instead of purely by continuously 
variable means. Although the combination of hydrostatic transmis
sions with such servo units is not impossible, it has a considerably 
negative effect on the operating characteristics and requires rather 
precise process control, since in principle the hydrostatic transmission 
of power is also rigid (shunt characteristic). (The use of gears with 
hydrodynamic transmissions can be seen in a different light as hy-
drodynamic transmissions have a series characteristic.) 

As regards connecting hydrostatic transmissions to planetary gear 
sets, combinations can easily be found with the desired transmission 
range of over 20. However, the achievable improvements in efficiency 
are normally disappointing, particularly at those points where little 
hydraulic power is actually transmitted. This is because mostly high 
speeds are produced at the extreme points for at least one of the hy
drostatic units, and these severely reduce the efficiency ratings despite 
the small amount of hydraulic output. 

As a result a transmission arrangement was examined here which 
goes back to a suggestion from Dr. Ebert, and which was produced for 
a while by the German firm of Allgaier as a drive unit for tractors. I t 
is a hydrostatic transmission with internal power splitting (Fig. 14). 
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Fig. 14 Hydrostatic transmission (Ailgaier) 
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Fig. 16 Performance graph of a single-shaft gas turbine with Ailgaier 
transmission 

0 fc, go lie Ckmml /a, ^ 

Fig. 17 Performance graph of a single-shaft gas turbine with Ailgaier 
transmission 

With this arrangement the input torque is always transmitted me
chanically as a reaction torque to the output shaft. The amount of 
torque exceeding the input torque must be produced by the hydro
static unit. With this transmission arrangement all the effective 
speeds are always lower than the transmission input speed. On the 
pump side the relative speed drops from a maximum during maximum 
conversion to zero with the transmission ratio 1, while on the hydraulic 
motor side the speed increases from zero to 1 at maximum road speed. 
Suitable matching of the swept volumes of pump and motor enable 
oil quantity and oil pressure to be combined to give a relatively high 
degree of efficiency over a wide range. The chosen arrangement is 
shown in Pig. 15. The volume of the hydraulic motor is twice as great 
as that of the hydraulic pump. This gives, for example, a theoretical 
overall transmission ratio of 21 for a full motor volume and a pump 
volume of 10 percent. With approximation to the transmission ratio 
1, the pump volume is increased, but because of the decreasing relative 
speed this does not lead to a corresponding increase in the recirculated 
quantity. The low pressure ensures that the leakage losses and the 
friction losses on the motor remain small. 

Figure 16 shows the combination of this transmission with the 
single-shaft gas turbine. The entire area is dominated by relatively 
low oil pressures. Efficiency is good, and remains remarkably good 
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even in the low output range. As a result, the part-load efficiency 
ratings in the operational performance map (Fig. 17) are better than 
those of the transmissions examined previously. 

C o m p a r i s o n of S i n g l e - S h a f t and T w o - S h a f t Gas 
T u r b i n e s w i t h D i f f e r e n t P r o c e s s T e m p e r a t u r e s 

Figure 18 shows a comparison between selected characteristic 
curves (full load and road load) for various gas turbine/transmission 
combinations. In the case of the single-shaft gas turbine—process 
temperature 1623 K—the results with purely hydrostatic drive are 
the worst. This applies to both the full load curve and the road load 
curve. The hydrostatic transmission with internal power splitting 
gives better values at full load, especially at low and high driving 
speeds. At road load the efficiency ratings are increased throughout 
the whole range. 

At full load the single-shaft gas turbine and the hydrodynamic 
transmission with a variable pitch converter is superior to the hy
drostatic transmission with internal power splitting. At road load both 
these types of transmission are approximately equal. 

For purposes of completion, the diagram also shows characteristic 
curves for a two-shaft gas turbine with a three-speed manual trans
mission, but without a converter. At the process temperature of 1323 
K, the efficiency at full load lies below the curves just mentioned. 
However, the very important efficiency at road load corresponds for 
a fairly wide range with the combinations single-shaft gas turbine 
(1623 K) and CVR transmissions; only at low driving speeds is it 

somewhat less. A two-shaft gas turbine with a process temperature 
of 1623 K, however, is superior to all the combinations shown: this 
applies not only to the full load curve, but also particularly to the road 
load curve at driving speeds above 40 km/h. Below this speed all ef
ficiency data are subject to considerable uncertainty. 

C o n c l u d i n g R e m a r k s 
The single-shaft gas turbine was combined with various CVR 

transmission. Of the three variants studied in detail—purely hydro
static transmission, hydrostatic transmission with internal power 
splitting, and hydrodynamic transmission with variable pitch con
verter—the last gives the best transmission efficiency. However, 
comparison with the two-shaft gas turbine shows quite clearly that 
in practically all cases a large part of the gain in efficiency achieved 
by increasing the process temperature to 1623 K is absorbed by the 
losses from the CVR transmissions. Because of the great significance 
attached today to fuel consumption, the combination of single-shaft 
gas turbine with CVR transmission—on the basis of these investiga
tions—cannot be recommended. This statement would even apply 
if it was to be proved that the simple design of the single-shaft gas 
turbine alone permitted the use of ceramic material and thus the 
higher process temperatures. This is because the conditions along the 
traction resistance line for level ground have a much greater effect 
on everyday fuel consumption than the efficiency ratings at full load. 
The latter only has an effect during acceleration or when steep gra
dients are being negotiated. 
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Whitehead, England 

The Perbury Transmission 
The Perbury transmission is a form of toroidal traction drive. This descriptive paper pre
sents a brief overall view of its principles, background, present status of development, ap
plications and future development areas. 

Introduction 
Ever since the appearance of the first power units and the mecha

nisms they drove, it was realised that in all but rare cases a fixed speed 
ratio was merely an expedient compromise in connecting driver and 
driven components. Prime movers have their efficiency maps to in
dicate at what rotational speed they give their power most effectively; 
and driven machines have operating speed requirements forced on 
them by use and by features of design; so the chances are slim that a 
one to one speed connection will be operable, let alone optimal. 

In the early part of this century, therefore, great efforts and inge
nuity were devoted to ways of adjusting speed ratio in a continuously 
variable way so as to provide the right connection at all times. The 
mechanisms described in books of that period show how hard and 
widely engineers looked for the answer. Their schemes divided broadly 
into mechanical, hydraulic and electrical categories and it is probably 
true to say that the basic principles of any modern drive can be found 
already depicted there wholly or in part. Mainly under the pressure 
of emerging designs for vehicle propulsion, many of these devices were 
made and tried, but they all failed in performance or durability or 
both. As a result, the fixed ratio gear wheel won the day. It was simple 
and cheap; it worked efficiently and lasted; and if one ratio was not 
right, other options could be added for the operator to engage at his 
discretion. Ideally, the range would include a one to one direct drive 
as the optimum and departures from that could be catered for by a 
choice of indirect gears. 

This has long been the situation. The reduction in final performance 
and the lost efficiency of the prime mover due to departures from 
instantaneous optimum speeds were not worth bothering about as 
long as engine size was no problem and users were prepared, or even 
pleased, to arrange for the engagement of roughly the right speed ratio. 
But all of a sudden, and very suddenly in terms of technological de
velopment times, some vital boundary conditions of power system 
design have been rewritten, particularly in the field of land transport. 
A certain performance is still needed to do the job, but fuel con
sumption, noise and pollution have to be minimised. Weight and cost 
remain as important as ever but the prime change concerns fuel 
economy. Henceforth, efficiency lost in the power supply due to 
running away from the optimum conditions is no longer acceptable 
without very good reasons and we have returned once more to the 
predicament of the early vehicle pioneers. 

Fortunately, however, the intervening years have seen work pro
gressing quietly on the continuously variable transmission (CVT). 
Many types have been thoroughly explored and assessed for different 
applications so that the most advantageous aggregate of pros and cons 
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Fig. 1 Perbury transmissions—basic rolling geometry 

can be chosen for a variety of technical and commercial reasons. 
Amongst these, rolling traction drives comprise a specialised category 
of mechanical torque-converter; the Perbury transmission is only one 
of a number of possible configurations of traction drive rolling com
ponents but its balance of features is well suited in practice and theory 
to vehicle power units. This paper will try to summarize the main 
characteristics so that potential users can judge for themselves. 

Basic Description 
The basic geometry of rolling components is shown in Fig. 1. A pair 

of toroidal disks co-operating with a single set of three rollers is re
ferred to as a single-sided unit and is shown in the top diagram. The 
anchored centre of the roller coincides with the center of the torus 
cavity so that whatever the angle of the roller, the rolling surfaces are 
truly normal to each other and no axial movement of the discs is in
volved. The speed ratio is changed by altering the roller angle so as 
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to make contact with the input and output disks at different radial
distances from the main rotational axis; it can be seen that the ratio
could be changed from about 3:1 reduction, through 1:1 at the hO~'i

zontal, to about 3:1 step-up, giving a range of 9:1, with the output disk
revolving in the opposite direction to the input. An end load is applied
to the assembly of disks and rollers to provide the traction at the
rolling contacts and this is completely contained by tension in the
main shaft. In a single-sided unit this means taking the full axial e~d
load at input and output speeds in thrust bearings of some sort or the
contra-rotational sum in a single bearing, as shown.

Largely due to the thrust bearing problem, a double sided unit is
usual for any high speeds or high powers. As shown in the next di
agram, all end loads are balanced and only an oscillating bearing is
needed to accommodate movements in some types of axial end
loading device. For hydraulic end-loading, no bearing is needed at all.
A comfortable speed ratio range of 5:1 can be obtained from this ge
ometry.

The third diagram in Fig. 1 shows a series set arrangement in which
speed ratios of the two sides are multiplied; this is feasible but there
are other ways of achieving big ratio ranges.

Historical
The rolling geometry depicted in Fig. 1 is quickly recognized as

nothing new. The earliest British Patent found so far on this type of
drive was granted to W. D. Hoffman in 1899. But small power sin
gle-sided units have been made for years and are still in production;
for example, the Swedish Brottby, Belgian SadivaI', French K. S. G.
Variator and the little Metron instrument drive in the U. S. Between
1899 and today there is a whole history of effort and invention; names
like Hayes, Erban and Erlich in the United States are writ large on
much of the prior art.

Through prototype work by the Cloudsley Engineering Company
and by consultants Halford, Moult and Brodie (later of the De Ha
villand Engine Company), the Austin Motor Company produced
limited quantities of the Hayes Self-Selector Transmission as a £50
optional extra for their six cylinder saloon cars around 1935. At that
time the General Motors Corporation was also active and ran a big
test program but no production units followed.

During the war there was little or no activity on this traction drive
but interest rekindled afterwards. While investigating simulated gear
tooth contacts in 1957, Dr. A. W. Crook of A.EJ. established in a rig
orous way the reality of oil film separation in rolling contacts [1, 2]
and foreshadowed theories of elastic hydrodynamic lubrication that
were to come [3,4]. General Motors Corporation interest continued
and prompted their 1962 symposium [5]. The Lycoming Corporation
of the U. S. produced an aircraft constant speed alternator drive which
s"aw service and the then English Electric Company (now part of Lucas
Aerospace Ltd.) produced a small Perbury C.S.D. which is still
flying.

Perbury Engineering Ltd. was formed in 1956 to put into effect the
results of an earlier private study and by 1958 a Rootes Hillman Minx
saloon was running with a transmission based on old Austin parts
suitably modified. Fig. 2 shows this installation.

There was a forward/reverse lever, two pedal control with a me
chanical centrifugal clutch and a control system that gave the highest
gearing which matched the engine output. The ratio range was from
3:1 reduction to 1.5 overdrive. Fuel savings were 20-25 percent and
the car was very lively and a pleasure to drive. However, the idea did
not really appeal to any of the 50 or so companies who showed interest
and 25,000 miles later backing was given by the National Research
Development Corporation (N.R.D.C.) London, who took control and
funded a development programme.

Six test transmissions and four in. roller diameter were designed
and built by Perbury Engineering and Plint and Partners at Wargrave
were commissioned to design, build and operate the test facilities. Fig.
3 shows the back-to-back performance investigation rig. A six cylinder
diesel engine drove through a step-up belt drive which also served as
a swinging arm torque meter.

Since the power circulated between the transmissions, only losses
were supplied and measured and so the efficiency figures are really
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Fig. 2 Prototype Inslallation In Hillman Minx saloon

Fig. 3 Back·to·back performance leslrlg wllh swinging-arm torque mea·
suremenl

accurate. Results from this rig were given in the 1963 Cranfield paper
[6]. A second test rig completed four years fatigue life testing to pro
vide data on torque ratings.

Space does not permit more than passing mention of these few
historical names and landmarks but perhaps enough has been said
to indicate that the designs and hardware now under development
are not recently discovered and hedged about with uncertainties. Data
and know-how have been evolved over many years and the supporting
theory and practice are well established in university and learned
Society papers and through practical experience.

Mode of Operation
Film Traction. The rolling assembly could be regarded as a large

double ball thrust bearing with unused parts of the balls cut away to
leave disks of material. The analogy is very close from the design point
of view and ball bearing technology is highly relevant. As in rolling
bearings, the contact areas are separated by an elastohydrodynamic
film of great dependability [l-4J and the traction forces which produce
the torque are transmitted by shear in the fluid film [7-9]. The visible
result of film shear is a slight movement of the driving surface relative
to the driven which appears as a continuous relative rotation or
"creep". Creep is one of the two main power losses in the contacts. The
other is "spin" loss due to the differential sliding in the contact ellipse
which spreads radially over a finite length in the plane of disk rotation.
The degree of spin is set initially by the rolling geometry but the power
lost is also a function of rotational speed and contact load. Spin and
creep losses are both dependent on power transmitted and thus have
little effect on the part load efficiency of the rolling assembly. To
gether they comprise a loss of 6-7 percent but the relative proportions
of spin to creep vary.

Transactions of the ASME

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



With rotation but no transmitted power the loss is all from spin as
shown by the line through the origin in Fig. 4. If the end-loading is
insufficient to support the torque so that gross sliding occurs, then
the loss is effectively all due to creep, now become slip, and spin loss
is swamped. Inbetween these two extremes there is a graduation of
both, but the sum of the two has a fairly flat minimum when the ef
fective coefficient of traction is 75 to 80 percent of its lim.iting value
[8]; at this condition the creep loss can be considerably greater than
the spin loss. From the losses and efficiency point of view, there is
therefore some latitude in choice of design traction coefficients.

Much more influential on part load efficiencies are parasitic losses
of the whole trall3mission which do not reduce in proportion to
transmitted power. As might be expected in a freely rotating assembly,
the parasitics of the rolling assembly are very low and there is very
modest demand for hydraulic pressure flows. Low power efficiencies
thus depend mostly on the rest of the system with its gearing, clutches,
brakes and so on.

The mechanism of fluid traction has been under intensive study
for many years at certain universities and research establishments
and the understanding gained is now used to select and even construct
fluid molecules which give greater traction and other desirable
properties. To indicate an order of magnitude, if castor oil is put into
a traction drive, it will produce practically no power at all; if a typical
mineral engine oil is used, some power will be transmitted but this can
be roughly doubled for the same unit life by using a specially prepared
fluid.

Some fluids also give greater separation of the rolling surfaces than
others; increased film thicknesses in hot, slow operation are always
welcome since the limiting bulk temperature of the unit can be raised
and it can be run still hotter and slower without risk of undue surface
contact. When a unit is started from rest there is initial metallic
contact but it lasts only a very short time until the roller rotational
speed builds up; by two or three hundred rpm, the surfaces are fully
apart. In the intervening period there is boundary lubrication in the
contacts and mild surface active additives in the fluid give protection
from damage as in other mechanisms.

Although early traction drive pioneers could call on no theoretical
backing for the concept of fluid films between heavily loaded rollers,
they knew from their own experience that some oils were better than
others and selected accordingly. The 1935 Austin saloons in England
used a fluid called "Drivex" blended by the Sternol Oil Company;
further work with Perbury Engineering produced the "Hydratorque"
range of fluids in 1956 for the fh'st prototypes and the later N.R.D.C.
development program. All the early performance data relate to that
type of fluid. A synthetic, high temperature range version of Sternol
Hydratorque is still in use for the Harrier jump-jet constant speed
alternator drive and forms a useful base fluid for comparing further
improvements. Considerable research has been, and is still being done,
by the Monsanto Company of St. Louis and the results appear in their
"Santotrac" formulations. '

Life. Complete separation of the rolling surfaces means that roller
or disk wear is not a Perbury phenomenon. Although there are
sometimes conditions of full or partial metallic contact, such as in
starting from rest and through particles of debris bridging the fluid
film, practice bears out the claim that failure of the rolling assembly
is by metal fatigue and not by wear. Under the influence of shear
stresses below the contact areas, cracks propagate to the surface and
a pit appears by a piece of metal detaching itself from the bulk in the
classical fashion. However, the fatigued track will still have its final
finishing marks, and no dimensional change will be measurable on
the components as a whole due to its failure. Some forms of traction
drive do remove metal from their running surfaces and cannot operate
continuously at one ratio position without trouble, but the causes of
their film failure do not exist in the Pet·bury transmission.

Given film thicknesses exceeding twice the surface composite
roughness, fatigue failure can be taken to be the result of sub-surface
shear failure; it should not be caused by surface initiated cracking.
Deep-shear life is the optimum fatigue performance and can be
achieved by careful design and good traction fluids.

From the users' point of view, the effect of pitting failure is to
produce grumbling noises when the pits are sufficiently enlarged, or
just a "noisy" transmission; the noise gradually becomes worse just
as in ball and roller bearings. Failure is thus progressive over a period
and ample warning is given of material distress long before any change
in operating characteristics or efficiency can be detected even with
test bed instrumentation.

The life requirement of a vehicle transmission ranges from 160,000
km for cars to 2,000,000 km for commercial vehicles and the B lO life
expectancy is adjusted to this by the operating torque rating. Due
allowance is made for the number of components in a complete as
sembly and where possible it is good to under-run small but critical
bearings so as to fade them right out of the fatigue liability picture.
When used mostly at a fixed ratio, the disks are the life criterion but
in vehicles the amount of ratio variation is such that rollers are the
failure probability.

Establishing fatigue data is costly and time consuming but has to
be done for correct rating. Fig. 5 shows two self-monitoring back
to-back test rigs running at overloads to produce disk and roller
failures. Input speeds range from 1000 rpm to over 4000 rpm, the
speed ratio can be fixed or cycled and the hydraulic end-loading is
adequate for about 300 hp circulation.

Accurate torque rating of a rolling assembly design is needed to
ensure minimum cost and weight for reliable performance of a given
duty and the life for a 10 percent failure rate expectancy (B lO life) has
to be found statistically from Weibull plots. About 30 test failures are
required for adequate determination of a component failure line and
from this information the statistical performance of whole assemblies
can be predicted.

Torque Limits. In order to obtain rolling assembly lives of
thousands of hours it is necessary to run at quite moderate contact
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Fig. 6 Simple epicyclic train after-gearing behind an 80 mm single-sided
roiling assembly

stresses. Just as it is normal practice to run an aircraft bearing at a
maximum load many times that same bearing's industrial rated load,
so the operating stresses in the disk and roller contacts can be in
creased with impunity by at least 100 percent and still be within the
material shake-down stress [10]. But a stress multiplication of two
is an end-load factor, and hence a torque increase, of eight. This is
often more than the structural strength of drive line components
down-stream of the transmission and means that it is difficult to ov
erstress the rolling contacts in a correct vehicle installation.

Overloads are normally of short duration and so have negligible
effect on life but if they are maintained for longer periods a different
transmission limitation appears in the inability to remove loss heat
by the rolling component oil flows. This is a thermal power limit which
lies well above normal operating levels but which can be reached in
some high duty and short life applications. When cooling improve
ments have been exhausted, the limit can, be raised further by using
high temperature fluids and hot-hard steels for the components.

Concerning enforced shocks and slips due, for instance, to engaging
after-gearing clutches with incorrect synchronization of ratios, these
are of no consequence to the rolling assembly if they are only mo
mentary. No surface damage can be caused unless the fluid film is
ruptured; the film thickness in the contact is nearly independent of
load but varies with the instantaneous rolling speed (not with creep
or slip) and the fluid viscosity at the contact inlet. Viscosity is deter
mined closely by roller surface temperature so only roller heating can
thin the film during a shock-and that takes time. Sudden short lived
enforced slip can therefore occur within the film without causing metal
to metal contact and without leaving any evidence that it happened,
as long as the rolling surface temperature rise is not excessive.

Auxiliary Gearing
A double-sided rolling assembly has a convenient ratio range of 5:1

or 6:1 with the greatest reduction ratio, for reasonable contact stresses,
of about 3:1. In many applications it is desired to go to a geared idle
or zero output condition and convert the CVT into an IVT (infinitely
variable transmission). This is easily done with epicyclic or equivalent
gearing bridging between the rolling assembly output and an exten
sion of the input shaft, since the output direction has already been
reversed. A simple train of this type fitted to a single-sided rolling
assembly is shown in Fig. 6 with the annulus connection removed. This
unit has a separate reverse train and gives output speeds from zero
to about 0.75 X input speed in both directions.

But though cheap and simple, a single train is rather lossy with its
high power circulation and where efficiency is important it is best to
add another regime and utilize the best parts of both. A compound
spur gear equivalent of such a system is shown in Fig. 7, behind a
double-sided rolling assembly. "Low" regime goes from a 4:1 reverse
ratio, through zero output speed into a low forward speed. At this
point the rolling assembly speed ratio is the same as the indirect re
gime output speed ratio and a clutch and a brake are swopped over
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Fig.7 Two regime after-gearing behind a 100 mm double-sided rolling as
sembly

synchronously (i.e., a cold shift); "High" regime then takes the output
from low forward speed to a 2:1 overdrive straight from the rolling
assembly.

Any system that goes through zero output speed, or infinite re
duction, needs to be torque sensitive in some way to monitor and
control large torques that can circulate internally. The Perbury roller
control mechanism feels torque directly and by reacting this with
hydraulic pressure in the control system, a simple relief valve can limit
the transmission reaction forces. Since the reaction torque is the sum
of input and output torques, this implies much less than full engine
torque input for a preset maximum stall tOl·que. Stall, in fact, is no
problem because only the losses of the transmission are being supplied
and a vehicle can hang indefinitely on a gradient without burning
anything out.

Recirculation and shunt gearing systems are nothing new and it is
not necessary here to go into details of the wide variety of possible
arrangements. However, some general comments may be relevant.
When the efficiency of the variable speed unit itself is low, gearing
arrangements are aimed at reducing the power, and hence the losses,
in the variable element branch of power division; such systems seem
to come out more complicated mechanically than some recirculating
alternatives, where the variable unit takes more than input power.
Thanks to inherently high efficiency in the Perbury variable speed
link, it is sometimes feasible to increase the variable unit losses by
recirculating power in a cheap and simple layout and yet still emerge
with acceptable efficiencies in the main operating areas.

With operating economics in mind, it is possibleto make special
provisions in the rear-end gearing for some applications with major
portions of duty at approximately fixed and known conditions, such
as long distance cruising. For example, a straight through overdrive
or direct lock-up can be provided which leaves the rest ofthe system
free-wheeling at the correct speed but taking no power and incurring
little more than parasitic losses. Transmission efficiencies are then
around 98 percent and it is a question of engine management as to how
far it pays to keep in this by-pass gearing and depart from the opti
mum engine operating line into areas of slightly increased specific fuel
consumption.

Now that engine speeds and torques can be controlled by way of
the CVT it is instructive to consider overall engine-plus-transmission
specific fuel consumption loops based on fuel consumed for delivered
output shaft power at various output speeds. Such data might be more
interesting to the vehicle designer than engine-only specific figures
which have to be tailored by assumed efficiencies for the different gear
ratios and a guess as to what engine speed might be used for a given
vehicle situation.

Applications
In any application the two elements of povyer throughput are torque

and speed; these affect the life of the transmission differently. For a
given life expectancy, the torque l'ating of a rolling assembly is nearly
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cubic with size; torque rating and weight are thus roughly linear. As
regards rotational speed, there is no particular upper limit. Life cycles
are consumed pro rata with speed, coefficients of traction decrease
gradually as rolling speeds rise but the torques are coming down even
faster, so it pays to run fast; in practice, desirable operating speeds
are usually decided by other factors such as bearings, seals, centrifugal
effects and the gearing arrangements before and after the rolling as
sembly.

Most applications now are concerned about efficiency. A small
transmission of about 30 mm (1.2 in.) roller diameter complete with
seals, bearings, pump and control would have an overall efficiency of
about 85 percent on load; in a larger straight-through 500 Nm (370
lb ft) unit, the efficiency could exceed 92 percent due to the decreasing
influence of parasitics. So what applications are there for variable
speed drives of high efficiency, no inherent speed limitation, an almost
inaudible white noise level, extremely rapid ratio control response and
a torque-size relationship that means large torques for quite moderate
bulk?

Areas of application tend to segregate when licensing is considered
for manufacture of different final hardware but the rolling assembly
technology is usually common to them all with the surrounding cas
ings, gearing, clutches and control arrangements tailored to special
requirements; these, however, can constitute more than half the whole
transmission.

The smallest Perbury unit made at present is shown in Fig. 8. This
is an early prototype of the Lucas Aerospace 12 kVA constant speed
alternator drive which is fitted to vertical take-off Harriers, or AV8
B's in the United States. Input speeds are between 7000 rpm and
17,000 rpm and the output speed is held within ±2 percent even with
steps of full overload. At the rated electrical output, the variable unit
is giving 25 hp and at the 100 percent overload condition that goes up
to 50 hp; yet the rolling assembly weighs only 3 kg (6% lb). This is an
example of a weight conscious application with the power transmitted
at high speed and low torque in normal aerospace fashion.

But in more mundane machinery the speeds all come down, so the
torques go up, and therefore the size, even though the life requirement
may be less severe than for aircraft.

Large gains in fuel economy are predicted, and obtained in practice,
by running automotive petrol engines on or near the optimum
torque-speed relationship. This necessitates a wide torque range
transmission (at least 8:1) so that rotational speeds can be held down
at low powers, but always have 4000 rpm-6000 rpm available for full
power. The larger the capacity of the engine, the less easy it is to run
at economical levels of b.m.e.p. in normal motoring conditions; but
small engines lack the steady speed torque back-up available merely
by depressing the accelerator and the "big car" feel is lost. A Perbury
CVT, however, can change speed faster than an engine can follow so
that nearly instantaneous torque back-up is felt to be there even with
a small engine; but now the torque increase is derived from both higher'
engine power and extra torque multiplication from the transmission
instead of merely using spare torque capacity from the engine. This
feature will help car buyers to accept, and later to appreciate, lower
installed maximum power and engine capacity. For similar reasons,
a CVT is advantageous for battery driven electric vehicles where high
torque output is often synonomous with high currents and a heavy
armature.

Diesel engines have better part load characteristics than petrol
engines but, even so, analysis indicates that worthwhile improvements
can be made by keeping to an optimum engine operating line chosen
with regard to economy, pollution and noise. Since diesel speeds are
lower than for petrol, it seems best to use layshaft arrangements for
the transmission and gear up the rolling assembly.

Vehicle drive systems with flywheel energy storage cannot really
avoid using an IVT. Though designers' liability legislation makes any
energy storage system a source of anxiety for fear of what the unau
thorised might do with it, there are outstanding economy gains to be
had in stop-start vehicle operation; perhaps commercial fleets will
be the first to take advantage.

In spite of low inertia, the high speed of gas turbine rotors makes
continuous output speed ratio changes much to be preferred over

Journal of Engineering for Power

Flg.8 Prototype English Electric 12 kVA constant speed alternator drive

stepped changes however the shifts may be tailored for quality.
Turbine characteristics tend to be peaky and the optimum operating
line is therefore more important still. Furthermore, with an IVT a
separate stallable power turbine is no longer necessary.

Small power CVTs of various principles have been marketed for
industrial use over many years but the choice thins out markedly
above a few tens of horsepower. Some say this is because the market
for them does the same but the argument is not convincing. In view
of the high specific power and great overload capacity, it would seem
that a Perbury industrial drive would be smaller and cheaper than
many accepted rivals.

Once the idea is generally accepted that a reliable and efficient, high
power potential CVT is here to stay, a host of uses will be able to
emerge. The first successful application clears the psychological
hurdle. Perhaps no more need be said here about applications as long
as the characteristics of the transmission have been appreciated.

Development Areas
There are four main areas in which development can bring about

better transmissions. These are:
Traction fluids
Rolling component fatigue life
Regime gearing arrangements
Production packaging.
Traction Fluids. The end-load must be applied for the rolling

assembly to transmit torque is inversely proportional to the coefficient
of traction; and life is inversely proportional to end-load cubed. Thus
an increase in traction coefficient gives a cubic increase in life for the
same torque or a pro rata improvement in torque rating for the same
life, all for no change in the transmission. Higher traction is therefore
the prime goal of the fluid suppliers.

However, other features are important too. The effect of temper
ature is to reduce the maximum film shear strength which decides the
limiting traction, and to decrease the bulk viscosity, giving a thinner
film. The design has to assume coefficients and viscosities relating
to the worst conditions of use, or abuse, probably with temperatures
at a maximum and a deficient high temperature performance will not
normally permit advantage to be taken of a good performance when
running cooler.

Stress and shear rate have their effects on the fluid film but there
must be no anomolous functioning. Oxidation resistance needs to be
adequate if a fill-for-life policy is adopted. The fluid will be pumped
at pressures up to 300 psi at bulk temperatures from -30 to 130°C
and must then lubricate bearings, seals, gear teeth, clutches and
control system with minimum parasitic losses. It acts as a heat transfer
medium. Despite being violently churned, it has to de-aerate rapidly.
It must prevent corrosion during long periods of transmission disuse,
perhaps with adsorbed water and it must not react with any of the
usual transmission materials. Toxicity is not permitted in fluid or
vapor form. Last, but not least, the cheaper it is, the better. A few good

OCTOBER 1980, VOL. 102 / 941

Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



fluids are now available but there still seems plenty of scope for im
provement. 

Fatigue Life. Since the Bw fatigue life for the whole transmission 
is usually taken as the life required for the rest of the vehicle, there 
is little interest in the much greater B5U life. Of far more concern are 
the early failures that form part of a typical straight line Weibull 
distribution; troubles there can activate warranties and reflect un
favorably on reliability. Rogue bearings are rare nowadays on the 
industrial scene but components with a life shorter than the full Bio 
are tolerated; it is the same for this transmission. So the fatigue life 
improvements that are to be welcomed and actively sought after are 
the kind that give the Weibull line a steeper slope and a downward 
curve at the low failure rate end, indicating reduced life scatter and 
an expected minimum life. Clean steels, freedom from carbide seg
regations, uniform heat treatment and rigorous quality control in 
manufacture all contribute to this end. 

Pitting is nucleated in the stressed volume below the surface but 
failure is not considered to have occurred until a large enough amount 
of metal has come adrift from the surface; this event is the culmination 
of a crack propagation process. There are heat treatments and modes 
of surface stressing which on their own, or in co-operation, can produce 
compressive residuals at the highly loaded surfaces to discourage or 
even inhibit crack growth. Big improvements in roller and disk life 
may be possible this way. 

In the search for cheapness with undiminished performance, some 
of the larger components might have a mixed construction, a cheap 
material giving general structural rigidity with a more sophisticated 
and costly layer attached for the rolling surfaces. Once traction drives 
are in widespread use, such investigations might be expected. 

All attempts to improve fatigue durability have to be evaluated in 
rig running. Full scale rigs are expensive to build and run but there 
is still doubt as to how to simulate them under small scale and accel
erated conditions. Stanhope-Seta four-ball and Unisteel machines 
are well known but their low rolling speeds make a big difference to 
the degree of surface separation achieved; in addition, the desire to 
reduce the test duration often leads to the imposition of stresses well 
above the material shake-down stress. Are the failures typical and can 
the lives from these tests be read across to rolling components often 
times the size and rolling speed? A possible answer lies in the failure 
mode. Perbury fatigue is of the sub-surface shear type normally as
sociated with surfaces running well separated. If this form of fatigue 
failure is reproduced in the rig simulation, it would appear relevant. 
In this respect, the NASA five-ball fatigue tester and the Plint and 
Partners high-speed four-ball machine would seem to offer better 
simulation than those with lower operating speeds. 

It may be that the fatigue performance of full film rolling compo
nents can still be rated correctly in a comparative way by low speed 
boundary contact testing. This would be quite adequate once a datum 
fluid/material combination has been tested at full scale and satis
factorily correlated. Work is still needed in this area. 

Regime Gearing. Vehicle transmissions are now required to show 
as high an efficiency as they can within other constraints. Depending 
on the vehicle duty and specification, there are many forms of shunt, 
recirculating and by-pass gearing which bring advantages in certain 
areas of operation and not in others. Correct choice of this part of the 
transmission can drastically reduce rolling assembly power flows and 
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give lower size and cost, higher overall torque ratings and increased 
efficiencies. Designing to specification in future should produce some 
preferred arrangements for certain recurrent needs. Good progress 
has already been made but there seems more to come. 

Production Packaging. The principles of the rolling assembly 
are now known, as they are of gearing, clutches, controls and so on, 
but not enough has yet been done in the detailed penny-pinching 
design of minimum weight, cost and volume packages for particular 
CVT applications. Production and value engineers have a great deal 
to contribute in cheap and compact integrations of prototype en
gine/transmission layouts. 

Summary 
For several decades the basic rolling geometry of the Perbury 

transmission has appeared in small production numbers under other 
names; but only in the last fifteen years or so have the subtle analytical 
problems been solved of what is happening in the fluid films and 
contact areas of heavily loaded rolling components. In practice, the 
performance of past traction drives has been interesting but not 
enough to break into quantity production. 

Now there is a full theoretical background to rolling traction: ma
terials are greatly improved and problems of application and pack
aging have been studied. Above all, there is a need for what a CVT or 
IVT can do. Whatever the form of prime mover, large improvement s 
in vehicle fuel economy are possible with correct engine management; 
but correct management demands that engine speed shall not be tied 
to vehicle speed by fixed ratio compromises. Complete freedom to run 
the engine at the right speed for any power is the only way to seize the 
full fuel savings. The Perbury transmission is one of the few ways of 
doing this at high powers and speeds; perhaps this paper will help 
convince those concerned that the excellence with which it does so 
warrants a real hard look. 
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Application of Aerodynamically 
Induced Prewhirl to a Small 
Tyrbocharger Compressor 
A design procedure is described which allows the development of an arrangement to aero
dynamically impart prewhirl to the inflow of a compressor. The procedure uses compres
sor performance data and inducer inlet flow distributions together with a mathematical 
model of the aerodynamic prewhirl inducing arrangement to arrive at the parameters 
which completely define an arrangement suitable for a particular compressor. The appli
cation of the procedure to design an arrangement for a small turbocharger compressor is 
presented. The effect of the aerodynamically imparted prerotation on the compressor 
performance was found to be similar to that produced by inlet guide vanes. 

Introduction 
•• The performance of a compressor can be controlled by the use of 
inlet prewhirl, and its flow range can be widened, thus increasing 
flexibility in operation. Prewhirl is usually imparted through variable 
inlet guide vanes (V.I.G.V.). However, this mechanical arrangement 
adds complexity to the machine and an alternative is desirable. It is 
possible to impart prewhirl aerodynamically to the inlet flow of a 
compressor, by injecting high pressure fluid at some oblique angle into 
the inflow, the fluid being derived from the compressor discharge. By 
varying the amount of fluid injection, variable prewhirl can be ob
tained. The fluid is ejected through orifices spaced around the pe
riphery of the inlet duct. Hence, prewhirl in the direction of impeller 
rotation, or opposite to it, is possible, depending on the orientation 
of the orifices. The arrangement of the orifices presents no structural 
obstruction to the inflow and does not interfere with the flow or effi
ciency of the compressor under normal running conditions. 

Such a system could emulate I.G. V. if it could be made to work ef
ficiently. 

The Design Procedure 
A design procedure was formulated, which allows the development 

of an aerodynamic prewhirl-inducing arrangement, to suit a particular 
compressor. The design procedure is based on a mathematical analysis 
and flow modeling of the aerodynamic arrangement [1]. The appli
cation of the design procedure on a small radial flow turbocharger 
compressor is described. This formed part of a more general study of 
turbocharger and engine matching. In this application, the need for 
turbomachinery flow control is more pronounced when matching 
turbochargers to wide speed range engines. Prewhirl may be used to 
increase the compressor flow range and control the compressor de
livery pressure, thus controlling the engine boost pressure. 

The design procedure involves two basic assumptions: 
The first assumption concerns how stability and efficiency of the 
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compressor are related to the inducer inlet flow angles. It is assumed 
that inlet flow angle distribution at the best efficiency point—which 
may, or may not, coincide with the design point of the compressor— 
represents a set of optimum angle values. 

Hence, the best efficiency point is taken as the reference point in 
the design process, and the corresponding angles as the "reference 
angles". However, it is not certain that the angle distribution at the 
best efficiency point, is the optimum incidence distribution for the 
inducer. The jet-arrangement design point is chosen on the surge line, 
because this region of incipient flow instability is more critically de
pendent on the design, than the stable high flow—high pressure ratio 
region, where prewhirl may also be used (e.g. to limit the boost in 
vehicle engine turbocharger applications). Of course any other dis
tribution of inlet angles can be defined as the design point of the de
vice. 

The single, unbounded, round jet in a cross-flow theoretical model 
is used to define the jet needed to provide such a deflection to the 
inflow (prewhirl) so that the resulting relative flow angles at the jet-
arrangement design point, match the compressor best efficiency point 
(b.e.p.) reference flow angles. 

When a multitude of jets interact in a confined space (as in the case 
with the jet arrangement), additional parameters are introduced, 
complicating the situation. Most of them are only dealt with quali
tatively in the design process, based on experience with former designs 
of the jet arrangement. It may be possible to quantitatively examine 
selected parameters or use information from related eases (e.g. 
multi-jet impingement cooling of turbine blades). Some other in
fluencing factors may still be unidentified in this extremely compli
cated flow situation. 

The design procedure in its present form is flexible, consistent, and 
relatively easy to use, and it is desirable to retain these qualities. 

The second assumption is, therefore, that the result of the design 
procedure, i.e., the parameters which define the jet arrangement, is 
a reasonable approximation to the ideal solution, which would be 
achieved if all influencing factors could be accounted for. 

The following parameters completely define the jet arrangement 
(see Fig. 1). 

1 Ejection orifice diameter (Dj) 
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Fig. 1 Parameters defining the jet arrangement Fig. 2 Inlet casing adaptor and nozzle ring assembly 

2 Distance of ejection point from compressor face (x) 
3 Distance of ejection point from compressor centerline (r) 
4 Jet inclination in (x — z) plane (6) (positive anti-clockwise) 
5 Jet inclination in x = const, plant (6) (positive anti-clock

wise) 
6 Number of jets (N) 
The steps in the design procedure are as follows: 
1 Obtain compressor aerodynamic design and performance 

data. 
2 Determine inlet velocity triangles along surge line and at best 

efficiency point. Determine required flow deflection (Assumption 1), 
hence required prewhirl profile. 

3 Assume approximately available jet to cross flow velocity ratio 
(ft) near surge and determine jet trajectory and growth, for different 
ejection angles. Find distance (x) giving required deflection at inlet. 
Assume ejection diameter (Dj) and check parameters of expanded 
jet to be within compressor inlet spatial constraints. Thus determine 
final, Dj, dj, x. 

4 For the same initial parameters but different (ft) determine 
off-design performance of jet. 

5 Determine number of jets (N) and ejection axis (0) to insure 
circumferential profile uniformity at inlet. 

6 Check that the compressor can provide the mass flow and 
pressure ratio required for the total jet flow and velocity ratio at the 
design point. 

The above procedure was applied to a small turbocharger com
pressor resulting in two alternative jet arrangement designs. The 
application is described in Appendix 1. 

Compressor Performance Experiments 
A series of experiments was conducted to test the performance of 

the compressor, using the two aerodynamic prewhirl inducing ar
rangements. 

An adaptor was designed to fit the jet arrangement assembly to the 
compressor casing. The jet issuing orifices were formed in independent 
interchangeable "nozzle-rings". All the orifices were fed from a 
common scroll. The adaptor-casing assembly is shown in Fig. 2. The 
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Fig. 3 Experimental rig set-up 

experimental set-up is shown diagramatically in Fig. 3. A diesel engine 
was used as a gas generator to drive the turbocharger turbine. The 
turbine power could be controlled by the gas generator speed or load. 
The turbocharger speed was measured using an optical tachometer 
[2]. The jet flow was provided by recirculating compressor discharge 
air. The compressor mass flow was measured using two BS1042 
nozzles to cover the whole flow range and the recirculation mass flow 
was measured using a calibrated pitot-static tube and a microma-
nometer. The compressor stability limits were defined using a sound 
level meter in front of the compressor inlet duct (see Appendix 2). 

Two sets of experiments were conducted, with 6 = 70 and 90 deg 
design jet arrangements. The testing schedule was as follows. 

For a chosen compressor speed and a given back pressure valve 
setting, the recirculation valve was opened in pre-determined steps. 

.Nomenclature. 
C = absolute velocity 
Dj = ejection orifice diameter 
rht = net compressor flow, inlet flow, cross 

flow or engine flow 
mj = jet flow or recirculation flow 
N = rotational speed; number of jets 
rp = pressure ratio 
r = distance of ejection point from compres

sor axis 
ft = ratio of jet velocity to cross flow flow 

velocity 

U,u = peripheral velocity 

x = distance of ejection point from com

pressor face 

X,Y,Z= Cartesian co-ordinates 

0 = relative flow angle 
Tjc = compressor efficiency 
r]r = system efficiency 
6 = prewhirl angle, local jet trajectory £ 

inclination angle 
p = density 
<l> = inclination angle 
co = relative velocity 
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Table 1 

Speed 

(rpm) 

30000 
40000 
50000 
60000 
70000 
80000 
60000 
Special 
Min. Flow 
Point 
(rp = 1.27) 

Engine Flow 
at 

Normal Surge 

thSN (kG/s) 

0.00794 
0.01137 
0.02263 
0.02479 
0.03333 
0.03391 

0.02479 

Engine Flow 
at 

Inhibition 
Surge 

msi (kG/s) 

0.00126 
0.00307 
0.01403 
0.01602-
0.02603 
0.02603 

0.00972 

Percent 
Improvement 

in 
Surge margin 

( l - — 1 * 1 0 0 
\ mSNl 

84 
73 
38 
35 
34 
23 

60 

Recirculation 
Flow 

(Jet Flow) 

rhj (kG/s) 

0.00471 
0.00656 
0.00745 
0.00800 
0.00994 
0.00494 

0.00757 

I'Stf msi 

0.00668 
0.00830 
0.00860 
0.00877 
0.01123 
0.00788 

rhj 

mSN - mSi 

0.71 
0.79 
0.87 
0.91 
0.89 
0.63 

Percent 
Contribution 

of 

Prewhirl 

29 
21 
13 
9 

11 
37 

0.01507 0.50 50 

The speed was regulated, and after a settling time of five min. the 
readings were taken. This was repeated until a "critical condition" 
where the prewhirl is excessive, creating stability problems, was 
reached, or the recirculation valve was fully open. The back pressure 
was then increased in steps and the whole procedure repeated until 
the unstable range was entered. 

The compressor stability limit without recirculation at that speed, 
was defined using the noise meter. Then the procedure was repeated 
but both the back pressure and recirculation were changed in smaller 
steps. 

Results from the Experiments 
From the two sets of experiments it was concluded that the per

formance of the compressor was best overall when using the 6 = 70 
deg jet arrangement. Hence the following sections refer to that ar
rangement. A comparison of the two different arrangements will then 
follow. 

Improvement in Surge Margin. (N.B., The term "surge" is 
adopted here as equivalent to the defined stability limit). 

Shown in Fig. 4 is the projection of the (three-dimensional) "vari
able performance" compressor map (see Appendix 3) on the rp — rh( 

plane. The net compressor flow would be the engine flow in a turbo-
charging application and is denoted as such in Fig. 4. The movement 
of the surge line to the left can be seen. The surge line on the left (with 
jets) corresponds to the locus of the points of minimum compressor 
flow achieved adjusting the jet flow, for the defined stability limit at 
each speed. 

The percentage improvement in surge margin at any speed may be 
defined as: 

1 -
(rns)i 

(ms)N. 

where (ms); = minimum mass flow rate with surge inhibiting de
vice 

('WS)N = minimum mass flow rate for standard compressor 
The improvement in surge margin for different speeds is shown in 

Table 1, column 4. The percentage of prewhirl to this improvement 
was found by subtracting the recirculation flow from the surge flow 
(ms);v and is shown in the final column of Table 1. 

In general, fairly conservative stability limits were defined, to 
prevent mechanical damage. However, the compressor was brought 
to full surge at N = 60,000, under carefully controlled conditions, since 
the system was in an unstable balance, which could be destroyed by 
any sudden changes to the setting. The recirculation was adjusted as 
the net flow was decreased, to avoid reaching a critical condition. 

The operating point SP is shown in Fig. 4 and the results in Table 
1, row 7. A 60 percent improvement in surge margin was obtained, 
with prewhirl contributing 50 percent to it. 

The contribution of prewhirl to the improvement in surge margin 
can be seen to vary for different speeds. It seems that the prewhirl 
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Fig. 4 Variable performance compressor map 

induced by the jet arrangement becomes more effective in stabilizing 
the compressor as the speed drops below N = 50,000, in which case 
it is possible that the inducer is stabilized. 

Drop in Pressure Ratio. The projection of each speed surface 
on the me — rp plane can be seen in Fig. 4 (see also Fig. 13). As the jet 
flow is increased at constant speed the pressure ratio decreases. This 
drop in pressure ratio becomes larger at higher speeds. The net 
compressor flow decreased as the jet flow was increased. This 
throttling effect of the jets to the cross flow had also been observed 
in earlier experiments. 

Recirculating Jet Flow. Shown in Fig. 5 are the projections of 
the speed surfaces on rh, — rrij planes, assembled so as to give an im
pression of the (three-dimensional) compressor map (axonometric) 
(see also Fig. 13). The dots in Fig. 5 correspond to experimental points. 
The solid lines joining groups of dots show the movement of the op
erating point when the jet flow was increased at a constant compressor 
delivery valve setting. 

The dashed lines enclose the operating region obtained with this 
particular design. The left hand side of each region denotes the surge 
limit. (Surge surface in Fig. 13.) It can be seen that, in terms of com
pressor total flow, the recirculating jet mass more than compensates 
for the drop in net flow due to the throttling effect of the jets. It would 
appear then that the action of the jet increases the absolute approach 
velocity of the flow to the compressor, in addition to presenting 
"easier" inflow angles for the inducer. The latter however is reflected 
as a drop in discharge pressure. 

Efficiencies. The compressor efficiency (i]c) contours for the 
different constant speed surfaces of the v.p. compressor, projected 
on.me — rhj planes are shown in Fig. 6, assembled so as to give a 
(three-dimensional) impression (axonometric). (See also Fig. 13.) The 
dashed lines enclose the operating region. It can be seen that near 
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Fig. 5 Variable performance compressor map 

surge the compressor efficiency increases as the jet flow is in
creased. 

The contours exhibit two distinct patterns. At low speeds (N = 
30,000; 40,000) the maximum efficiency is where the ratio of jet flow 
to "engine" flow is at a maximum. A long thin high-efficiency island 
extends from that point towards the maximum efficiency point of the 
standard compressor at that speed. As the speed increases a second 
high efficiency region is created at higher "engine" flow, but still 
maximum recirculation. Eventually the first region disappears and 
the maximum efficiency point shifts to the second region. The effi
ciency islands grow in size as the speed increases. 

Shown in Fig. 7 are the overall system efficiency (?jr) contours for 
the different constant speed surfaces of the v.p. compressor, projected 
on m< — m,j planes in axonometric assembly. 

As the jet flow is increased rjr is reduced, mainly because of the 
recirculation of hot discharge air which increases the intake temper
ature. There is also a possibility of inlet flow-blade mismatch under 
certain conditions. 

Velocity Ratios. The contours of maximum available velocity 
ratio (R) of jet flow to cross flow ("engine" flow) are superimposed 
on the v.p. compressor map in Fig. 8. High velocity rates are available 
near the surge line (R > 7). In the high flow-high speed region the 
availability is quite low (2.5 < R < 3.5). 

Comparison of Jet Arrangements. In Fig. 9 the performance 
of the 6 = 70 deg jet arrangement (A70) and the 6 = 90 deg jet ar
rangement (A90) design is compared. 

The background in Fig. 9 is the A70 compressor performance map. 
Near the surge line the minimum values of "engine" mass flow that 
was achieved with the two designs, i.e., the movement of the surge line, 
is compared. It can be seen that the deficit of A90 increases as the 
speed is decreased. As the velocity ratio increases, A90 has backflow 
problems while A70 can tolerate much higher velocity ratios without 
becoming "critical". Another possible explanation for the poor per
formance of A90 in that region, is that the jets are situated very close 
to the inducer and their wakes may adversely influence impeller 
stability. In the high flow-high speed region, A90 performs better and 
the resulting drop in pressure ratio is larger. With this jet arrangement 
the penetration into the cross flow achieved for a certain velocity ratio 
is better, hence the deflection (or prewhirl) larger. 

Comments on the Experiments 
The experiments gave a complete (three-dimensional) v.p. com

pressor map for speeds up to 80,000 rpm. It was established that high 
velocity ratios hence high deflection (prewhirl) of the inflow are 
possible near the surge line. Conservative stability limits were chosen 
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and all pairs of minimum stable flow, with and without recirculation, 
were consistent, in each case, with the definition of the noise level-
stability limit relation. 

It was assumed that the improvement in surge margin was due to 
the effects of recirculation and prewhirl only. All other factors possibly 
introduced by the jet arrangement and influencing the stability limit 
(e.g., turbulence) were not accounted for. 

The contribution of prewhirl to the improvement in surge margin 
was generally low. The potential for better performance was however 
demonstrated by the special point at 60,000 rpm. The influence of 
prewhirl would have possibly been greater, if the compressor was 
designed accordingly. 

The compressor efficiency was improved with recirculation. 
However, relatively little detail is known about the flow situation to 
rigorously explain the shape of the efficiency contours obtained. 

Despite the low available velocity ratios at high flows, the potential 
for pressure drop with recirculation was satisfactory in the high 
flow—high speed region. Larger or more orifices would enable higher 
recirculation rates to be achieved at this region and thus improve the 
potential performance. The flow must then be appropriately regulated 
near the surge line to keep recirculation within acceptable limits. 

Conc lus ions 
A design procedure has been described, which allows the tailoring 

of an aerodynamic prewhirl-inducing jet arrangement to suit a par
ticular compressor. The procedure uses an analytical model of the flow 
situation, specifically developed for this purpose. Each design is also 
partly based on knowledge accumulated from previous investigations. 
Examples of applying the procedure to design prototype prewhirl 
inducing devices have been described. 

The investigations were based on small radial flow turbocharger 
compressors with relatively wide flow range and low maximum 
pressure ratio. High pressure ratio compressors will have larger ve
locity ratio (R) availability at the upper end of their range, allowing 
greater design flexibility. If the compressor range is affected by 
choking, prewhirl should be beneficial. 

The device would be more successful on a compressor designed so 
as to benefit from prewhirl. Further, the variable prewhirl option 
would introduce an additional degree of freedom to an initial com
pressor design. 

R e f e r e n c e s 
1 Kyrtatos, N., Watson, N., "An Aerodynamic Method for Control and 

Range Improvement of Rotary Compressors," To be presented, New Orleans, 
ASME, 1980. 

2 Goulas, A., Baker, R. C, An Optical Tachometer for Turbocharger Re
search, International Journal of Mechanical Engineering, Vol. 5, No. 5, pp. 
347-350. 

APPENDIX 1 

The Design 
Compressor Inlet Velocity Triangles. The manufacturers' 

compressor performance map for the compressor is shown in Fig. 10. 
The velocity triangles at the compressor inlet were evaluated based 
on velocities calculated from mass flows from the compressor map. 
Velocity triangles for the points PS1, PS2, PS3, PS4 on the surge line, 
as well as at the point of best efficiency PE1 (reference point), were 
constructed using one-dimensional theory, for three positions along 
the inducer blade. 

Referring to Fig. 11, the relation between the prewhirl angle 6 re
quired for a change A/3 in the relative flow angle /3 is as follows: 

C ; = tan (A/3 + /3) (1) 
U- Y 

Y 
- = tan 0 (2) 

Fig. 11 Velocity triangles—notation Ctan0 = Y 
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Hence 

U-C tanfl 
: tan(A/3 + /3) 

.: tang = 
C . tan(A/3 + /3) 

.-. tanfl : 

tan 

'_1 1 _ _ 

tan/3 tan(A/3 + /3). 

1 1 

tan/3 tan(A/3 + /3) 
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2 2 . 6 3 

1 2 . 1 7 

8 . 7 7 

7 . 8 5 

6 . 6 9 

7 7 . 4 1 

6 6 . 2 3 

6 2 . 0 3 

5 5 . 7 5 

D e s i g n 

P o i n t 

The steps to determine the required prewhirl profile which would 
change the inlet flow incidence angles at surge to the reference angles 
are shown in Table 2. 

Notes 
Block 1 

Block 3 

Block 4 

Block 6 

It can be seen that at points PS2, PS3, PS4, there is only 
a small difference in incidence especially at the blade 
tip. 
For the suction side there is only a small variation in the 
value of A/3,. 
The values for point P S l are quite different from those 
at higher speeds. At higher speeds the values vary be
tween 2-4 deg. On the suction side, which is more critical 
for flow separation, surge coincides with an incidence 
mismatch of approximately 22.5 deg. At this incidence 
the inducer may be stalled. Although it is not necessary 
that surging is a result of inducer stall, a destabilized 
inducer may affect the stage stability. 
This is the required prewhirl profile to change the rela
tive inlet flow angle from the surge angle to that of 
maximum efficiency. In this case equation (3) becomes 

0 = t an" 1 

where A/3 + /3FLs = /3FLV 

tan/3FLs tan(A/3 + pFLs) 
(4) 

(5) 

The design "target" profile was chosen at point PS2, N = 50,000, 
rp = 1.22. 

Choice of Design Velocity Ratio. In previous experimental in
vestigations it was found that high velocity ratios were available near 
the surge line. These velocity ratios were in excess of 10. fl = 6 was 
chosen as the design preliminary velocity ratio. Using the jet in 
cross-flow theoretical model a computational scanning of the region 
round the design point was made. 

The variation of the principal parameters was: 
• Velocity ratio (fl). From fl = 4 to fl = 8. 
• Initial jet ejection angle (Bj). From 6j = 30 deg to Oj = 150 deg. 
• Initial jet diameter (Dj). From Dj = 0.003 m, to Dj = 0.004 m. 
For every point on the jet trajectory the model gives the following 

information: 
• Cartesian coordinates of the point 
• Angle of trajectory to the x-axis 
• Rate of change of angle of trajectory 
• Mean jet velocity 
• Mean jet density 
• Equivalent circular cross section radius 
The Two Alternative Designs. From the results of the compu

tational scanning, two alternative design initial ejection angles were 
chosen dj = 90 deg and Bj - 70 deg. Table 3 is from the loop to deter
mine Dj, Bj, x, in the design procedure and shows the values of pa
rameters for a set of initial conditions Dj = 0.003 m and Z/D = 4.33, 
with Z determined from the impeller dimensions. It can be seen that 
at the required Z/D, 8j = 80 deg gives a gradient 8 = 58.33 deg which 
is exactly the blade midpoint prewhirl angle required (6 = 58.37), at 
the design point (see Table 2). The two design initial ejection angles 
were chosen on either side of dj = 80 deg. Tables 4 and 5 show the 
off-design parameters for a specific Bj and Dj at the appropriate x/D 
shown in Table 3. 

Table 3 

Velocity Ratio 
fl = 6 

Initial Diameter 
Dj = 0.003 m Z/D = 4.33 

Ejection Angle 

Oj 

Trajectory Slope 
x/D x mm 

Velocity 
um.s . - 1 

Equivalent 
Diameter 
Deq. mm 

70 
80 
90 

49.5 
58.33 
66.58 

2.499 
1.627 
0.847 

7.50 
4.88 
2.54 

55.69 
54.13 
52.52 

8.65 
8.65 
8.65 
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Table 4 
6j = 70 deg x/D = 2.4999 

Trajectory Equivalent 
Velocity Ratio Slope Velocity Diameter 

R z/D z mm d um.s."1 /Jeq. mm 

4 3.63 10:89 42.41 43.2 7.95 
5 4.03 12.09 46.58 49.3 8.29 
7 4.60 13.80 52.42 61.8 8.94 
8 4 8 14.40 54.40 68.1 9.14 

Table 5 

dj = 90 deg x/D = 0.847 

Trajectory Equivalent 
Velocity Ratio Slope Velocity Diameter 

R z/D z mm d ttm.s."1 Deq. mm 

4 3.26 9.78 60.09 41.5 6.12 
5 3.80 11.40 64.10 47.34 8.12 
7 4.83 14.49 68.45 57.30 9.16 
8 5.26 15.78 70.28 62.01 9.62 

With the 90 deg ejection angle the jets will be ejected very close to 
the compressor face. The ejection angle <j> of the following jet must be 
chosen so that on expansion, the latter jet fills as much as possible of 
the low pressure region of the former jet (Fig. 12). Again because of 
the close proximity to the inducer, some degree of jet to jet interaction, 
tending to push the jets towards the wall, is expected with this design. 
This is aggravated further because of the presence of the centrifugal 
field due to the inducer and may lead to the jet's attaching to the wall 
because of differential entrainment. This would be undesirable as the 
increased friction would consume jet energy and must be avoided by 
suitable choice of <j> angle. 

With dj = 90 deg the shift of the trajectory in the z-direction for 
different velocity ratios R is large which means that the off-design 
conditions may differ considerably from the design point. However 
the 90 deg ejection gives the maximum jet expansion at the com
pressor inducer face (except from the backward ejecting jets, which 
may lead to flow breakdown and were not adopted). Thus the inducer 
annulus can be provided with a fairly uniform circumferential velocity 
profile, with a minimum number of jets. In this way the recirculation 
is minimized. Very large flow deflections are potentially available and 
the velocity ratio must be carefully controlled to avoid adverse flow 
conditions which cause the aerodynamic performance of the blades 
to deteriorate. 

The jets with initial ejection angle dj = 70 deg have the advantage 
that the trajectory shift in the 2-direction at off-design velocity ratios, 
is relatively smaller hence the deviation from the design point is 
smaller. Also, with the dj = 70 deg jet there is less danger of flow 
breakdown and backflow in the inlet pipe from excessive prerotation, 
because of the jet action towards the impeller. However the lower 
angles that are potentially available may mean that the &j = 70 deg 
jet will perform less satisfactorily at the high flow-high speed region 
on the compressor map where low velocity ratios would be available. 
The dj = 70 deg jet will have less opportunity to expand before 
reaching the inducer, so more jets are needed to avoid "patches" i.e., 
nonuniform circumferential velocity profile round the inducer face. 
More jets also mean more recirculation, which is undesirable, but the 
higher flow will help the arrangement performance in the high flow-
high speed region on the compressor map. 

Unlike the assumption in the theoretical model, the velocity profile 
across the section of the jet is not uniform, but would resemble a 
Gaussian distribution. This must also be accounted for when choosing 
the <j> angle. Another factor to be considered is that the jet ejection is 
oblique to the cross flow. This results in one side of the jet being 
subjected earlier to the cross flow. 

Fig. 12 Impression of flow situation (jets near compressor face) 

The two final designs for the jet arrangement were: 
Design 1 Design 2 

N = 7 (Angular dispersion = N = 8 (Angular dispersion = 45 
51.43°) deg) 

6j = 90 deg dj = 70 deg 
Dj = 0.003 m Dj = 0.003 m 
0 = 35 deg <l> = 40 deg 
x = 0.00254 m x= 0.0075 m 

Design point 1 Design point 2 
z/D = 4.33 z/D = 4.33 
z = 13 mm z = 13 mm 
R = 6 R=& 
x/D = 0.847 x/D = 2.5 
6 = 66.58 deg d = 50.17 deg 
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APPENDIX 2 

Definition of Compressor Stability Limit 
A sound level meter (Bruel and Kjaer Type 2203) was used in 

combination with an Octave Filter Set (B & K Type 1613) to deter
mine the stability limit. The microphone of the instrument has po
sitioned near the entry of the compressor inlet pipe. A certain fre
quency band, not affected by the jet noise was chosen, and the in
stability initiation point was defined as a sharp increase in sound level 
followed by a fluctuating reading, as the flow rate reduced. This 
fluctuation was associated with flow pulsations characteristic of 
compressor instability .This sound level was taken as a threshold, and 
the jet flow was regulated to keep the sound level below the threshold, 
as the main flow was then throttled further. 

APPENDIX 3 

The "Variable Performance Compressor" Map 
The prewhirl-inducing jet arrangement introduces a new variable 

in the presentation of compressor performance: the jet mass flow. The 
most convenient way to account for the effect of the jet flow in the 
compressor performance map is to introduce a third axis, the jet flow 
axis, while the compressor mass flow axis should preferably represent 
the net compressor through flow (or engine flow). 

Since the jet flow can be continuously variable, the performance 

Fig. 13 The (three-dimensional) variable performance compressor map 

of the compressor will also be continuously variable and "lines" on 
the two-dimensional compressor performance map will become sur
faces on the three-dimensional map, as shown schematically in Fig. 
13. The unit was named a "variable performance compressor" (v.p. 
compressor). 
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Bottoming Gas Turbine-Electric 
Plant by Immiscible Liquid Cycle 
The use of the immiscible liquid binary cycle (ILBC) to recover exhaust heat from electric 
utility gas turbine plant is described. In simple dual pressure plant without L.P. turbine 
admission, increase in specific work output compared with the steam cycle and its varia
tion with condenser pressure, turbine efficiency and exhaust gas temperature is present
ed. The penalty of larger condenser surfaces is quantified. A dual pressure steam—ILBC 
cycle with L.P. turbine admission, which should improve on the corresponding steam 
cycle, is proposed. 

Introduction 
Moral and economic opinion today dictate more efficient use of 

fuels. A particular responsibility rests on manufacturers and users 
of prime movers, not least gas turbine electric utility manufacturers, 
who consume high quality fuel. Modern electric utilities powered by 
vapor power cycle-bottomed gas turbines are the sophisticated result 
of the ingenuity of the manufacturers in discharging this responsi
bility. In today's climate of rising fuel costs every scheme which 
promises an increase in efficiency must be examined. 

There is no doubt that it is possible to design sophisticated steam 
bottoming plant which can extract a maximum amount of heat from 
the gas turbine exhaust. The "exhaust-fired-boiler cycle" [1] is an 
example of a suitable plant cycle. It is a fully integrated combined 
cycle whose steam part is similar to conventional steam power plant 
with high boiler pressure, a chain of feed-heaters and a requirement 
for very low feedwater oxygen levels. There is, however, a market for 
combined plant with much simpler and cheaper steam part [2], and 
which operates at lower steam temperatures and pressures which 
require simple deaeration only. 

Between these extremes there is a grey area in which the competing 
factors—specific fuel consumption, capital cost, load variation, 
availability of skilled operators, accessibility for service—have an 
influence on an acceptable degree of complication in the bottoming 
plant. The object of this paper is to present and analyse a means of 
increasing the efficiency of simple bottoming plant by using the im
miscible liquid binary cycle (ILBC) [3, 4]. 

Background 
The principle that organic vapor power cycle working fluids with 

higher molecular weight than steam, because of their low latent heats 
and liquid specific heats, match gas turbine exhaust heat loads better 
than steam in simple cycles, is well established. The analysis of organic 
fluid bottoming plant for gas turbines [5] indicates some major ad
vantages, Table 1, over steam plant. 

It is not always possible to find a working fluid which permits all 
of these advantages simultaneously and there are many attendant 
disadvantages which are critical in large plant, Table 2. 

For manufacturers of gas turbine electric utilities these problems 
seem to have ruled out further consideration of organic cycle bot
toming. 

The question then arises—is it possible to find a design compromise 
which permits the advantages of the organic cycle and of the steam 
cycle to be obtained simultaneously? If the working fluid is a mixture 
of steam and an organic vapor which are immiscible in the liquid phase 
then this compromise can be achieved at least in part. 

(a) Sealing problems are eliminated because steam and water can 
be used in all external rotating seals. The thermodynamically correct 
composition can be restored after condensation where the liquids can 
be separated readily. 

(b) The heat transfer characteristics of the binary fluid should 
lie between the high water and low organic values. Heat exchang
ers—particularly the condenser, while larger than the steam units can 
be smaller than the organic ones. 

(c) Use can be made of very stable organic fluids which on their 
own have unsuitable thermodynamic properties—e.g., alkanes and 
perfluorocarbons. 

(d) Control can be exercised over the slope of the T-s saturated 
vapor line to provide a dry more efficient expansion than in the steam 
turbine, Fig. 1. 

The Immiscible Binary Cycle 
Liquid-Vapor Equilibrium. Immiscible liquids form a hetero

geneous azeotrope, Fig. 2. When the mixed vapor is cooled three types 
of behavior are observed on the dew line. 

Table 1 Advantages of organic cycle bottoming 

Choice of condenser pressure 
Volume flow rate to optimise turbine design 
Dry expansion in turbine without necessity for regeneration 
Superior matching to cooling gas heat loads resulting in higher 

heat recovery and cycle efficiencies. 

Table 2 Disadvantages of pure organic cycles 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OP MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters December 7,1979. Paper No. 80-GT-24. 

Fluid instability 
Corrosion problems 
Shaft sealing problems 
Large heat exchangers 
Unfamiliarity 
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Fig. 2 Vapor-liquid equilibrium of binary immiscible liquids—constant 
pressure 

(a) x = XE the eutectic point. The vapor condenses to liquid of 
the same composition at TE-

(b) x > XE water only condenses at the dew point. On further 
cooling the temperature decreases with x until x = XE at TE, then as 
(a). 

(c) x < XE organic only condenses until x = XE at TE, then as 
(a). 

On heating, the liquids evaporate at TE producing vapor of the 
eutectic composition XE until one of the liquids disappears. The other 
then evaporates at increasing temperature, the composition following 
the dew line until all the liquid disappears at the initial composition 
of the liquid. The equations required to determine the locus of the dew 
lines WE, OE and the eutectic point E have been developed [3]. 

The Cycle. The simple ILBC plant is shown in Fig. 3 together with 

CONDENSER 

PRESSURE 

Fig. 3 ILBC plant and T-x diagram 

Fig. 4 T-s diagram lor the ILBC 

T-x diagrams at boiler and condenser pressures. The cycle thermo
dynamics has been explained [3, 4]. 

Figure 4 shows the T-s diagram for the cycle. The T-s diagram 
shown is the "optimum" one in the sense that eutectic and dew points 
are coincident at the condenser pressure and simultaneously the dew 
line has negative slope which permits a dry turbine expansion ter
minating on the dew line. It has been shown [4], that this condition 
is satisfied only when low volatility, i.e., high normal boiling point, 
organics are used. 

.Nomenclature. 

A = area, m2 

h = film coefficient of heat transfer, kW/ 
m2-K 

Qr = heat rejected, kJ 
s - specific entropy, kJ/kg-K 

T = temperature, K 
t = temperature, °C 
W = specific work output, kJ/kg gt 
x = mass fraction 
rjT ~ turbine isentropic efficiency 

Subscripts 

BM = binary mixture 
C = condenser 
E = eutectic 
G = gas 
s = steam 
w = water 
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Fig. 5 Simple dual pressure ILBC heat recovery 

Choice of Organic Fluid. The organic must be stable in the 
presence of water and normal plant materials. Perfluorocarbons and 
the alkanes are in this category although the former are very expensive 
at present. The thermodynamic restriction mentioned above restricts 
normal boiling point to the range 100-150°C—the compounds per-
fluorodecalin and perfluoromethyldecalin, in the perfluorocarbon 
series, and n-octane, n-nonane and rc-decane, of the alkanes, [6], have 
suitable boiling points. Before using perfluorocarbons, extensive re
alistic degradation and corrosion tests in the presence of plant ma
terials and small concentrations of air will be necessary. Although the 
C—F bond is strong there must be some fear of degradation which 
could lead to catastrophic corrosion in the plant. Tests conducted by 
the author, [7], however, have indicated no such breakdown. 

The alkanes are much more promising. There is extensive experi
ence of handling them in process plants and although they are in
flammable the risk is considerably less than experienced daily in oil 
refineries and petrol stations.The alkane is contained with water and 
in the heat recovery boiler, where most danger lies, any leak is diluted 
by such large quantities of exhaust gases that risk of explosion is re
mote. 

Gas Turbine Exhaust Heat Recovery 
Simple Bottoming Plant—ILBC versus Steam. Analysis of the 

performance of ILBC and steam bottomers for gas turbine plant ex
hausting at 513 and 350°C, has shown significant advantage to the 
ILBC plant, [8], particularly at the lower exhaust temperature. The 
simple case of dual pressure operation, with the L.P. fluid used only 
for deaeration, was examined. The maximum steam temperature was 
assumed to be 400°C and of the binary vapor, 350°C. The ILBC 
bottomed plant is shown in Fig. 5. 

The corresponding steam cycle plant has one circulating and one 
feed pump only and an L.P. boiler replaces the L.P. heater. Matching 
diagrams of the bottoming cycles are compared in Fig. 6. The following 
features of the comparison are noteworthy. 

(a) Because the ILBC can reduce, the gas temperature to near 
110°C the L.P. section of the vapor generator becomes a liquid heater. 
For low temperature gas turbine exhaust, 350°C, stack temperature 
is higher and an L.P. boiler is possible. 

(b) Apart from (a) not much increase in ILBC heat recovery 

generator transfer area is envisaged. Heat transfer in the unit is gas 
side controlled except possibly in the superheater where the tem
perature difference is 50K higher than in the steam cycle. 

(c) Based on the channeling flow theory of condensation the re
duction in condensation heat transfer coefficient predicts a condenser 
tube surface considerably larger than the steam condenser. 

(d) If the turbine is of conventional design with the same exhaust 
Mach number as the steam turbine the exhaust area of the octane/ 
steam turbine is the same as the steam turbine and the area may be 
increased by increasing the molecular weight of the organic. This will 
be an advantage in moderate sized plants because the turbine effi
ciency increases with volume flow, [9]. 

(e) Very little complication of the plant is involved. Two feed and 
circulating pumps are necessary instead of one, the flow paths of 
sealing steam are complicated and a circulator in the evaporator 
section is required to maintain noneutectic flow. 

(f) The prediction that the ILBC combines some of the best fea
tures of pure organic and steam cycles is correct. 

(g) The performance comparisons made above refer to the opti
mized cycles in each case, in particular to the optimum boiler pressure. 
At the higher gas inlet temperatures, however, due to uncertainty 
about the properties of the binary at pressures near the critical 
pressure of the organic, boiler pressure has been set below the opti
mum, [Fig. 6]. Higher ILBC efficiencies are therefore possible when 
more information on binary properties is available. 

Effect of Change in Cycle Conditions. The effect on the com
parison between steam and ILBC plants of changes in condenser 
temperature, turbine efficiency and gas turbine exhaust temperature 
are now examined. The discussion, based on calculations for the bi
nary n-octane/water is general. Table 3 shows the basis of the com
parison. In all the binary cycles considered the tubine expansion 
terminates on the dew line. 

Condensing Temperature. The variation of specific work output 
difference between the cycles is plotted in Fig. 7 as a function of 
condensing eutectic temperature, tc. tc has little effect on the com
parison except at low gas inlet temperature where ILBC efficiency 
is reduced disproportionately at high condenser temperature. It is 
worth noting that at the low gas inlet temperatures the optimum ILBC 
output is obtained with very little superheat whereas, because of 
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moisture corrections, the steam cycle requires the maximum super
heat. 

The effect of tc on condensing surface area is shown in Fig. 8. As 
a first approximation the condensing surface area ratio was based on 
the heat transfer resistance from the vapor-liquid interface to cooling 
water only. No account was taken of the positive effects of vapor shear 
and splashing or of the negative effect of diffusion in the binary vapor.. 
On the vapor side the Nusselt film coefficient was used for steam 
condensation and a volume weighted channeling flow theory, [10], 
coefficient for the binary mixture. The ratio of the pure component 
film coefficients, hs/hoct, was assumed constant (6:1 for water:octane), 
independent of film temperature difference. Assuming that the 
condensers are designed with equal condensing and cooling water side 
film coefficients these assumptions lead to the expression for relative 
condensing areas. 

ABM 1 + hw/liBM QRBM 

As 1 4- hjhs QRs 

where (QRBM/QRS) is the ratio of heats rejected by the cycles. The 
disproportionate rise with tc of ABM at 300° C gas inlet temperature 
is a result of the lower ILBC cycle efficiency already mentioned. Fig. 
8 sets out deliberately to show the ILBC condensing requirements in 
their worst light in order to emphasize the penalty paid for higher 
output. This penalty is severe at low gas temperatures both because 
the optimum plant output is so much greater than the steam plant 

STEAM 
- — — BINARY 

| PINCH POINTS 

GAS ENTHALPY 

Fig. 6 Matching of bottoming cycles to exhaust gas 

and because the optimum ILBC. while extracting more heat from the 
gas, rejects much more heat to the condenser. A trade-off between 
ILBC output and condenser surface area is obviously possible. For 
example at tc, = 400°C, tc = 50°C the optimum boiler pressure and 
temperature are 19.2 bar and 190°C giving specific work of 65 kj/kg 
gas. An increase of pressure and temperature to 24 bar, 225°C reduces 
the specific work to only 63 kJ/kg gas, still 11 percent higher than the 
optimum steam cycle, but the condenser area is reduced by over 20 
percent. The stack temperature in this cycle is 140° C compared with 
110°C in the optimum cycle. Thus in the optimum cycle a small gain 
in overall efficiency requires a large increase in heat extraction from 
the gas most of which is rejected in the condenser. 

There is another sense in which Fig. 8 shows the ILBC to least ad
vantage. The eutectic mass fraction of water in the water/octane bi
nary is lower than that in the water/nonane binary, 20 and 43 percent, 
respectively [8]. Thus the average water content by volume of the 
latter is higher and its condensing surface area lower. In fact calcu
lation shows that a change to the water/nonane binary can produce 
the same 20 percent saving in condensing surface in the example above 
without significant loss in output. Here the "trade-off" is between 
condensing surface area and turbine volume flow. Except for very 
large turbines, however, the increase in volume flow which accom
panies decrease in condensing surface requirement should be an ad
vantage. 

Turbine Efficiency. The advantage in output of the ILBC over 
steam is enhanced slightly at high gas inlet temperature by increase 
in turbine efficiency but reduced at low ones, Fig. 9. 

The enhancement is caused by relative reduction in steam turbine 
efficiency due to increased wetness corrections. At low gas tempera
ture this effect is offset by reduction in ILBC efficiency. 

Care should be exercized in interpreting Fig. 9. The turbine overall 
efficiency, J7r(DRY), is the actual turbine isentropic efficiency when 
referring to the ILBC turbine where the vapor is always dry but is the 
hypothetical "dry" efficiency of the steam turbine without wetness 
corrections. In comparing the cycles it is assumed that the binary 
vapor turbine efficiency is equal to the dry efficiency of the steam 
turbine and the former is assumed to be of conventional design with 
similar stage loading and compressibility effects. Because of the 

Table 3 Basis of ILBC versus steam cycle comparison 

Gas inlet temp., °C 500 400 300 

Minimum gas outlet 110 110 110 
temp., °C 

Available gas 408 304 199 
enthalpy, kj/kg 

Pump efficiency 0.70 0.70 0.70 
Pinch point temp. 30 30 30 

diff., K 
Maximum cycle 400 350 250 

temp., °C 
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generally larger flow area of the binary vapor turbine and because of 
certain changes in the turbine design which may be possible due to 
a novel method of handling part-load conditions in the ILBC which 
will be referred to below, there is reason to believe that this is a con
servative assumption. 

The details of the wetness correction method applied are set out 
in reference [11], A Baumann correction of 1 percent reduction in 
stage efficiency was made for each 1 percent average wetness in a 
stage. No allowance was made for utilizing increased reheat by sepa-
moisture since the losses incurred, [12], may be self-defeating and the 
plant complicated unnecessarily. 

Gas Temperatures. Figure 7 shows a rapidly decreasing difference 
between steam and ILBC plant as gas inlet temperature rises. Clearly 
there is a point at which the ILBC cycle can no longer compete with 
the steam cycle in the dual pressure-H.P. only admission cycle. At 
present it is not possible to say at what level of gas inlet temperature 
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this transition should occur because lack of knowledge of the binary 
properties at high pressure confines calculations to boiler pressures 
below the optimum. 

The Dual Pressure Cycle 
Gas turbine exhaust temperatures of 510°C are common in electric 

utility plant and higher temperatures are likely as top temperatures 
are raised to improve efficiency. Further, there is increasing pressure 
to reduce stack temperatures below the dew point where premium 
fuels are used. This extension of the range of heating gas temperatures 
and a rising ratio of fuekcapital cost has dictated the increased plant 
complication of the dual pressure cycle with L.P. steam admission to 
the turbine and higher steam conditions. The question therefore 
arises—is the ILBC relevant to gas turbine electric utilities under 
these conditions? 

In principle there is no reason why not. It has been established that 
the ILBC has higher output than the steam plant when fired by low 
temperature gas. Therefore if a means can be devised of using the 
ILBC as the L.P. stage and the steam cycle as the H.P. stage of a dual 
pressure plant, improved performance may be possible. A suggested 
arrangement is shown in Fig. 10. A typical dual pressure steam cycle 
with condenser deaeration is modified by placing a separator unit 
between L.P. drum and H.P. economizer. The ILBC circuit is similar 
to the arrangement in Fig. 5. Control over the proportion of organic 
in the L.P. vapor mixture allows dry expansion in the L.P. turbine 
stages. A number of other possible variations in plant layout are 
possible. 

Concluding Remarks 
It has been established in principle that the ILBC offers gains in 

specific work output/kg of gas turbine exhaust in simple cycles. Gains 
are highest when exhaust temperature is lowest and the gas turbine 
cycle with one stage of regeneration bottomed by the ILBC should 
be a strong combination in maximizing overall efficiency. The penalty 
is a large increase in condensing surface. Although a detailed analysis 
has yet to be made it seems likely that the dual pressure steam—ILBC 
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plant with L.P. turbine admission will show an improvement in spe
cific work output compared with the all-steam version currently in 
use. Detailed design studies by the manufacturers must resolve these 
issues. 

ILBC plants offer some interesting possibilities in turbine design. 
It has been shown that the absence of moisture corrections in the 
ILBC turbine is a big factor in the higher output of the cycle. Another 
advantageous feature is the flexibility offered by the possibility of 
varying binary composition in matching the turbine to part load op
eration. By increasing the proportion of organic in the mixture the 
overall enthalpy drop is reduced and the turbine inlet area may be 
kept high maintaining high efficiency while the power output is re
duced. This change in fluid composition will result in superheated 
turbine exhaust conditions since the slope of the T-s dew line becomes 
positive, Fig. 1. An important factor in using this method of part load 
operation is the balance between the smaller heat rejection required 
to the condenser and the decrease in heat transfer/unit area of the 
condensing surface. 
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Full Coverage Film-Cooled Blading 
in High Temperature Gas Turbines: 
Cooling Effectiveness, Profile Loss 
and Thermal Efficiency 
Extending data obtained from hot gas cascade measurements on the cooling effectiveness 
and profile loss coefficients of full coverage film-cooled blading, use is made of similarity 
considerations to determine the heat transfer characteristics under actual engine condi
tions. Of primary interest are stationary gas turbines. Calculations are made for a four-
stage single shaft gas turbine with air preheat and common component efficiencies. As 
a representative result it is found that for a pressure ratio of it = 10 a relative cooling air 
flow of approximately 8 percent will be required in rising the temperature from 1173 to 
1573 K. The resulting relative improvement of the thermal efficiency is 24 percent and 
that of the specific work about 70 percent. 

Introduction 
In recent years, attention increasingly has been directed towards 

high temperature gas turbine technology in jet aircraft engine pro
pulsion as well as in stationary power plants. Various new programs 
have been initiated in the U.S. and in Europe for rising the turbine 
inlet temperature up to approximately 1800 K. Modified air cooling 
techniques and water-cooled turbines, therefore, are presently under 
intensive study [1]. 

The present investigation is concerned with relatively far-advanced 
air cooling techniques. A qualitative comparison of the effectiveness 
of various air cooling methods reveals the strong dependence of the 
cooling effectiveness 7)w/Cr on the coolant mass fraction especially for 
low cooling air flow rates [2]. While the data for convection, im
pingement and film cooling are relatively well established, information 
on transpiration cooling and its modifications such as effusion or full 
coverage film cooling is scarce. In a preceding study [3,4] we were able 
to demonstrate considerable improvement of T)bi,cr by full coverage 
film cooling of blades which were equipped with arrays of holes in
clined 30 deg to the surface tangent. 

The present study and analysis of overall thermal efficiencies is 
based on these measurements. 

Experimental Apparatus 
The hot gas tunnel used for the experiments has been described in 

detail by Hempel [4]. The test section of 200 mm width and 100 mm 
height holds a four channel—i.e. three blades-cascade with 50 mm 
spacing. The center blade is full coverage film-cooled and made of 
CrNi-alloy. The material of the two other blades is Nimonic 80 A. 

The experiments were performed at main inlet flow Mach numbers 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters December 10,1979. Paper No. 80-GT-37. 

of 0.18 and 0.26, gas temperatures of 673 K and 823 K and at a pres
sure of approximately 1.1 bar. The relatively modest temperature level 
was chosen to protect the instrumented blades and to assure sufficient 
measurement accuracy. The sequence of measurements was controlled 
by a mini-computer which also was used for on-line processing of the 
data and printing of the results. 

The cross-sectional view of one of the test blades (blade No. 2) is 
shown in Fig. 1. The core profile of 100 mm height, 61 mm chord and 
inlet and exit angle of 90 deg and 36 deg, respectively, is equipped with 
cooling passages. The center body is covered with a perforated, blade 
shaped sheet metal "jacket" of 0.3 mm thickness welded by an electron 
welding procedure to the core. Perforation of the blade jacket was 
achieved by electron beam drilling. 

In selecting the hole distribution over the blade's surface the fol
lowing criteria were considered: Czaja [5] in preliminary cold flow 
experiments with a blade made of plastics but with identical dimen
sions found a drastic reduction of the profile loss when the holes were 
inclined to the surface's tangent. An angle of 30 deg was desirable 
which could be obtained with an electron beam without beam re
flection. The lowest achievable hole diameter in this case is 0.2 
mm. 

Holes with 30 deg inclination cannot be realized at the blade's 
leading edge. The angles in this region amount to 90 or 60 deg, re
spectively. 

Goldstein, Liess and Metzger [6-8] found the cooling to be effective 
over a jet width of 3 d (d = hole diameter) for flat plate flow. A 
downstream effect was observed up to 40 d. The hole distribution was 
selected in accordance with these considerations. 

Two blades with slightly different characteristics were investigated. 
Blade No. 1 was equipped with 14 cooling passages. The spacing at 
the leading and at the trailing edges was 1.4 mm, with 2 mm over the 
rest of the blade's surface with a stagger of one half and one third 
spacing respectively. 
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Fig. 1 Cross-section of blade No. 2 

Blade No. 2 (Fig. 1) was equipped with 13 cooling passages. The 
spacing was 1.4 mm over the blade's surface with a stagger of one half 
spacing. Fifteen thermocouples were used in the mean section, and 
five at both the root and tip of the blade for determination of the 
surface temperature. In addition, there were five thermocouples at 
both the root and the tip of the blade for measuring the main body 
temperature and 13 thermocouples in the air supply tubes to measure 
the temperature of the entering cooling air. 

The pressure distribution was determined with pressure taps 
around the profile's mean section. The axial holes leading to the 
pressure taps were drilled by means of spark erosion. The surface 
temperature was determined with shielded miniature thermocouples 
of 0.25 mm in diameter, which are welded by means of a laser-beam 
to the blade's surface. 

At constant main flow Mach numbers and gas temperatures the 
following parameters were recorded: 

• The state in front of the cascade by means of a three hole pressure 
probe and a temperature probe. 

• The blowing rate distribution necessary for constant wall tem
perature at different coolant flow rates. Reference plane is the mean 
hight blade section. 

• The pressure distribution around the profile's mean section. 
« The wake structure and total pressure variation to determine the 

profile losses. 
The amount of cooling air supplied to each blade cooling passage 

was independently adjusted and measured by means of calibrated 
orifice meters. 

Blade and Cooling Air Temperatures, Cooling 
Effectiveness and Profile Loss Coefficients 

The cooling air temperature at the root and the surface temperature 
at the mean blade section are shown in Fig. 2 for test blade No. 2 as 
a function of the relative coolant flow rate with hot gas temperature 
and Mach number as determining parameters. The air flow rate in 

400 

K 

350 

300 

250 

-

0 

\ \ D ^ 

—A*. 

2 3 rhc/rhi i 

Fig. 2 Coolant and blade surface temperature (blade No. 2) 

the cooling channels was controlled such that the blade temperature 
around the profile was constant within ±1.5 K. 

From Fig. 2 it is obvious, that the surface temperature initially is 
decreasing fairly rapidly with increasing relative coolant flow. At 
blowing rates exceeding 3 percent, however, the influence is reduced. 
A similar effect is observed with the cooling air entrance temperature, 
as the upstream effects become of minor importance at higher coolant 
flow rates. It should be noted that the temperature decrease was more 
pronounced with blade No. 2 than with blade No. 1. 

In addition to the surface (jacket) temperature an attempt was 
made to determine the temperature of the main blade body. 

Fig. 3 illustrates the temperature change along the blade. It can be 
seen that at the blade's tip the "body" temperature is considerable 
higher than the surface temperature. This is due to heat transferred 
from the outer wall which is unperforated to the blade and should be 

•Nomenclature. 
orv = specific work, KJ/kg 
bc = width of cooling channels, m 
c = gas velocity, m/s 
cp = specific heat of hot gas, J/kg K 
cpc = specific heat of coolant, J/kg K 
£ = length of cooling channels, m 
Ma = Mach number 
rh = mass flow, kg/s 
Nuo = Nusselt number without blowing 
p, pt = static, total pressure, N/m2 

Pr = Prandtl number 
Re = Reynolds number 
T = gas temperature, K 
TM = blade surface temperature, K 
T„ = cooling air temperature at the blade's 

root, K 

TTI = turbine inlet temperature, K 

Ts = blade body temperature, K 

v = ideal velocity normal to plate's or blade's 
surface (as with porous wall), m/s 

z = coordinate along the blade, m 
ffo, ot = heat transfer coefficient without and 

with blowing, W/m2 K 
K = specific heat ratio 
A = heat conductivity, W/m K 
H = relative blowing rate, percent 
v = kinematic viscosity, m2/s 
ir = pressure ratio 
p = density, kg/m3 

1)W = cooling effectiveness formed with the 
local surface temperature and local coolant 
temperature 

Vu.cr = cooling effectiveness formed with the 
r)SiCr surface temperature, i.e. body temper

ature in a section of the balde and with the 
coolant temperature at the blade's root 

i]th = thermal efficiency 
f> f* = profile loss coefficient with and 

without consideration of coolant energy 

Subscripts 

1 = plane in front of cascade 
3 = plane far behind cascade 
' = operating state 
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compensated by additional cooling. The gas temperature profile, 
however, was essentially flat over the hight of the blade. 

In summarizing the experimental results, the average cooling ef
fectiveness in the mean section was determined as shown in Fig. 4. As 
the difference between the free stream gas temperature and the re
covery temperature is negligable in the Mach number region here 
considered, we can define: 

Vbl,cr = (1) 

From Fig. 4 it is obvious that the cooling effectiveness is consider
ably higher for blade No. 2 due to smaller hole spacing and the dif
ferent design of the leading edge cooling channel. For both blades it 
was found that the cooling effectiveness at constant Mach number 
will decrease with increasing gas temperature but will increase at 
constant temperature with the Mach number. This can readily be 
explained with the fact that with constant Mach number and in
creasing gas temperature at constant relative cooling air flow rate the 
blowing rate decreases inducing a reduction of the cooling effective

ness. On the other hand, with constant temperature and increasing 
Mach number an improvement of the cooling effectiveness is obtained 
due to the increasing blowing rate. This will be discussed in detail in 
the next section. Only minor improvements are obtained with relative 
coolant flow rates exceeding 3 percent. 

Good agreement with the results of blade No. 1 are found in An
drews' [9] measurements at 770 K gas temperature with a wire mesh 
shell. Bayley [10] reports higher values at 370 K with a porous bronze 
shell, but they are in good agreement with the results of blade No. 2. 
A comparison of these results seems to indicate, that the cooling ef
fectiveness with blowing through a porous wall is not differing dras
tically from the full-coverage blade cooling with 30 deg inclined holes 
and a spacing/hole diameter ratio of about 7. 

For comparison, additional results from a recent study by Sakata 
[11] have been added to Fig. 4. Here, hot air of 400 K was blown into 
the cold main air flow. It should be noted, though, that Sakata's results 
show deviations of A?; = ± 0.15. 

For design purposes, a complete analysis of the cooling effectiveness 
for blade No. 2 is presented in Fig. 5. In addition to the data in the 
mean section discussed earlier, the cooling effectiveness for the blade's 
jacket and the body of the blade is shown for the root and mean sec
tion. As expected, the highest values are obtained for the root. From 
a designer's point of view this is desirable as in engine applications 
the maximum strain will be found in this region. It should be noted 
that the cooling effectiveness as shown in Fig. 5 can be increased—i.e., 
matched to the design requirements over the hight of the blade by 
decreasing the spacing of the holes towards the tip. 

In evaluating various cooling techniques as described earlier a pa
rameter of dominant importance is the profile loss coefficient. In the 
present study, the wake profile was determined over the length of one 
pitch approximately 8 mm from the blade's trailing edge in steps of 
0.3 mm to 0.5 mm. The measurements were evaluated by means of 
the modified mass-averaged momentum procedure for determination 
of the profile loss coefficient £3 as defined 

fa 
Pn ~ Pta 

(2) 

Fig. 6 shows the profile loss coefficient for blade No. 2. In applying 
the profile loss coefficient as defined in equation (2) it should be noted 
that in accordance with generally accepted procedures the energy of 
the cooling air has not been considered. It, therefore, is possible to 
obtain negative profile loss coefficients as reported in the preceding 
study by Czaja [5], Alternatively, the energy of the cooling air can be 
estimated and added to the main flow as shown by Hempel [4[. The 
profile loss coefficient f* thus determined is compared in Fig. 6 with 
f. It can be seen that f* increases almost linearly with the relative 
coolant mass flow rate whereas f changes degressively. 

A comparison of the profile loss coefficients of the present study 

Fig. 3 Temperature change along blade No. 2 

Fig. 4 Cooling effectiveness of the blades Fig. 5 Cooling effectiveness of blade No. 2 (surface and blade body) 
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Fig. 6 Profile loss coefficient of blade No. 2 

3 m c 4 
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with those of other investigations has been presented by Hempel [4]. 
It was found that the profile losses with blowing from arrays of holes— 
i.e., full coverage film cooling—inclined 30 deg to the blade surface 
tangent will not deviate considerably from blowing through porous 
walls—i.e., transpiration cooling. 

A p p l i c a t i o n and D i s c u s s i o n 
As the experimental results were obtained at relatively modest 

temperatures and pressures, the question of their extension and ap
plicability to real design conditions of stationary gas turbines or air
craft jet engines must be considered. To assure clarity and to reduce 
large number of influence parameters, the analysis will be made uti
lizing the flat plate as example. For laminar flow without mass addi
tion the following relations for the heat transfer coefficient hold: 

Nu0. 

«o : 

•• 0 . 3 2 2 • a0x 

^U(KRT)0 

(3) 

(4) 

Assuming that the gas constant R and the Prandtl number are con
stant over wide temperature ranges, the heat transfer coefficients at 
different states of the fluid at a certain position x are related by: 

£o___A [S_IT\0-25 / M a M o - 2 5 

a0' ~ X' V v \T'j V W W 
(5) 

where ao and ao' are the heat transfer coefficients at the reference and 
the operating state, respectively. The same applies to the other 
properties. 

For tubulent flow without blowing we obtain 

respectively 
Nuox = 0.0292 Re i

0-8 -^Pi 

a0' X 'U \T'I Ufa'/ U'j 

(6) 

(7) 

Applying the continuity equation and the ideal gas equation the 
mass flow rate at the two states can be expressed for constant cross 
sectional area A as follows: 

m_ _ pc _ Ma p V 

m>~ (pc)' ~ W p 7 V ~T 

If fi is the relative coolant flow rate in percent we obtain 

M . 
mc = m 

100 
and with.the total heated faced area of the plate Ah ' 

(pcvc)Ah 
100 

(pc)A 

(8) 

(9) 

(10) 

Hence, for the two states considered with equation (8) and A/Ah 
= constant 

pcvc .... ;u Ma Fr_ / 7_p 

(PcOcY n'Ma'V TVK'P' 

As shown by Hempel [4] the heat balance on a permeable wall 
considering the cooling effectiveness yields for the ratio of the heat 
transfer coefficients with blowing a and without blowing ao 

Ot_ _ PcVcCpc ll - Vbt\ . 2> 

ao a 0 \ Vbl I 

Equation (12) implies an internal wall thermal effectiveness of 100 
percent (ideal porous wall assumption). For turbulent flow the ratio 
of heat transfer coefficients with and without blowing Mukherjee [12] 
found in good agreement with experimental results 

a _ ao 

« 0 PcOcCpc 

a0 

e - 1 

If we assume general applicability of equation (13) and 

C nc C D 

(13) 

(14) 

we obtain for the cooling effectiveness with equations (12) and (13) 

V'bl 
1 + 

(1 - yti)[l-eB] 

(1 - Vbl) oB - (i _ 
(15) 

with 

B = ln(l - m ) 1 -
(pc"c)' c'p ao' 

(Pc"c) ao, 

The error induced by applying equation (14) is small, i.e., ap
proximately 5 percent. It should be noted that T and p are Mach 
number dependent for given total pressure and temperature condi
tions. However, for the low Mach numbers under consideration— 
although desirable in principle—a formulation in terms of total pa
rameters will not lead to major deviations. Temperature, pressure and 
Mach number, therefore, may be treated under the present assump
tions as independent parameters. 

The influence of pressure, temperature and Mach number on the 
cooling effectiveness now can be estimated using equations (5,7,11) 
and (15). This is demonstrated in Figs. 7 and 8 with the reference state 
defined by: 
Entrance flow Mach number M = 0.18 
gas temperature T = 673 K 
pressure P = 1 bar. 
An underlying assumption is a constant relative blowing rate (/* = /x'), 
i.e. in changing the reference state p will remain constant. 

Fig. 7 illustrates the dependence of the cooling effectiveness on the 
temperature at constant pressure and Mach number. Furthermore, 
the influence of the Mach number is shown assuming constant pres
sure and temperature for laminar and turbulent flow. The cooling 
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Fig. 7 Influence of gas temperature and Mach number on cooling effec
tiveness 
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Fig. 8 Influence of pressure on cooling effectiveness 

effectiveness at the reference state (?;M) appears as parameter. An 
obvious result is the decrease of the cooling effectiveness with in
creasing temperature, the change being more pronounced for laminar 
flow than for the turbulent case as readily can be seen from equations 
(5) and (7). Increasing Mach number at constant temperature yields 
higher Vbl—a result which is supported by our experiments with both 
blades as shown in Fig. 4. 

The decrease of the cooling effectiveness with increasing temper
ature readily will be compensated by higher pressures as found in 
stationary gas turbines and jet engines. Fig. 8 illustrates the change 
in r\u with pressure. Parameters are the.gas temperature and r\w It 
is found that particularly in the pressure range 1 bar < p < 10 bar— 
especially of importance to the design of stationary gas turbines—the 
increase of TJU due to a pressurerise is stronger than the decrease due 
to rising temperatures. Generally, the effects are more pronounced 
with laminar than with turbulent flow. 

In the foregoing discussions all calculations were performed as
suming constant relative blowing rate. However, for design purposes 
the required change of the blowing rate for constant cooling effec
tiveness is of interest, i.e., (see equations (12-14)) 

(PcVcY 

Pc"c 

With equation (11) we obtain 

cp a o 

cp' « 0 

P 

(pcVc)' 

Pc»c 

(16) 

(17) 
M a ' p ' T_ 

Ma p V T 
The dependence of the blowing rate on temperature and Mach 

number is shown in Fig. 9. Finally, the effect of rising pressures on the 
blowing rate is plotted in Fig. 10. It is interesting to note that for 
laminar as well as for turbulent flow a pressure rise to approximately 
2.6 bar is sufficient for all temperatures below 1773 K to maintain the 

cooling effectiveness of the reference state. Increasing the pressure 
levels even further—as is common to all gas turbine designs—yields 
considerably lower blowing rates. 

The primary emphasis of the. analysis presented here was to clarify 
the influence of pressure, temperature and Mach number on the 
cooling effectiveness and the blowing rates using simplified models. 
It should be noted that, for example, the local distribution of the 
blowing rate along the blade's surface and subsequently the influence 
on the cooling air channels has not been considered. May [13], for 
example, points out that the pressure and velocity distribution and 
hence the local heat transfer coefficients especially on the suction side 
will change with increasing temperatures. 

Hempel [4] compared the effects on the properties and the heat 
transfer in the cooling channels for the following reference and op
erating states: 

Gas temperature 
Mach number 
Pressure 
Temperature of 

cooling air 

Similar heat transfer characteristics were found for the reference 
and the operating state. However, changing Mach and Reynolds 
numbers altered the blowing rate and temperature distribution over 
the height of the blade. 

In summarizing the experiments and analysis, the results are ap
plied to a cycle calculation of a single-shaft stationary gas turbine with 
air preheat and four-stage full coverage film-cooled turbine. The 
following assumptions were made: 
(a) Mean blade temperature Tbl = 973 K 
(b) Compressor inlet temperature Tci = 288 K 
(c) Component efficiencies and relative pressure losses constant: 

Compressor efficiency t]c = 0.885, turbine efficiency I)T = 0.88, 

T 
Ma 
P 

Tcr. 

Reference 
State 
673 K 
0.18 
1 bar 
313 K 

Operatin 
State 

1773 K 
0.18 
9 bar 
670 K 
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mechanical compressor and turbine efficiency r\m = 0.995, com
bustion chamber efficiency rjcc = 0.97, recuperator efficiency TIR 
= 0.8, pressure losses 2Ap /p = 0.07. 

(d) Cooling effectiveness at reference state (M = 0.18, T = 673 K) 
following Fig. 4. 

(e) Cooling air temperature at the blade's root (Tcr) equal to com
pressor exit temperature (TCE) plus 10 percent of the difference 
between hot gas temperature and compressor exit tempera
ture: 
[Tcr = TCE + 0.1 (T - TCE)] 

(f) Predominantly turbulent flow in the operating state. 
(g) Increase of the profile loss coefficients with increasing coolant 

flow (see Fig. 6) considering the energy of the cooling air exiting 
the blades. 

Furthermore, it should be noted that blade profiles similar to the base 
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Fig. 9 Influence of temperature and Ma on the relative blowing rate 

30 
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profile studied in the experimental investigation were assumed to be 
used in the turbine. Also, an increase of the Mach number within the 
turbine was not considered at this would lead to improved cooling 
effectiveness (see Fig. 4). The present results, therefore, represent 
lower bound values for the improvements to be expected. 

Following the results of Fig. 11 it is possible to increase the thermal 
efficiency for stationary plants with a pressure ratio of approximately 
7r = 10 by approximately 24 percent (from 37 to 46 percent) in rising 
the gas temperature from 1173 K to 1573 K. The relative coolant flow 
is approximately 8 percent. The gain in specific power will be close 
to 70 percent. At even higher temperatures, the additional gain will 
not be as pronounced with the thermal efficiency whereas the specific 
power rise is still considerable. 

P/bar 

Fig. 10 Influence of pressure on the relative blowing rate 

14 i t » 
no cooling 

- with cooling 
6 10 

Fig. 11 Thermal efficiency, cooling rate and specific work for a gas turbine cycle with recuperator and full coverage film-cooled blading 
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Conclusions References 

The cooling effectiveness of effusion of full coverage film-cooled 
blades is strongly dependent on the geometrical arrangement—i.e., 
primarily the spacing—of the holes over the perforated wall. With hole 
diameters of 0.2 mm and spacing of 1.4 mm the cooling effectiveness 
is close to values obtained with transpiration cooling. With relative 
coolant flow rates of 3 percent, the cooling effectiveness will exceed 
0.7. 

Similar to porous walls, the profile loss coefficient rises with in
creasing coolant flow and will double in comparison to flow without 
blowing at relative cooling air flow rates of 3 percent. 

A detailed analysis shows that under conditions found in engines 
of the latest design the relative cooling air blowing rate is considerably 
smaller than under the experimental conditions chosen. Calculations 
were made for a single shaft gas turbine with heat exchanger. As a 
representative result it was found that for a pressure ratio of TT = 10 
a relative cooling air flow of approximately 8 percent will be required 
in rising the temperature from 1173 K to 1573 K. The resulting rela
tive improvement of the thermal efficiency is 24 percent and that of 
the specific work about 70 percent. At even higher temperatures, 
improvement of the thermal efficiency is reduced with the specific 
work still rising as expected. 

Under certain conditions full coverage film-cooling approaches the 
cooling effectiveness of transpiration cooling. Its major advantage, 
however, is the possibility—advanced by modern manufacturing 
processes—of matching the required cooling air flow by proper ar
rangement of the hole distribution over the blade's surface. 
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Aerodynamic Loss in a Gas Turbine 
Stage with Film Cooling 
Experiments have been performed to measure the total pressure loss of the flow through 
a two-dimensional turbine cascade with "coolant" injection from a single row of holes on 
the suction or pressure side of the blades. The tests were performed in a low speed tunnel. 
Air and carbon dioxide were used as secondary fluids, the latter to provide a large density 
difference between the gas in the mainstream and the injected gas. Both gas streams had 
the same temperature. The measured pressure loss is in good agreement with analytical 
predictions based on a model introduced by Hartsel. The results thus provide information 
which can be incorporated in a program which predicts the influence of injection on the 
aerodynamic efficiency of a gas turbine. 

Introduction 
The performance of a gas turbine increases in general with in

creasing inlet temperature. However, the attainable temperature of 
the structural components is restricted because of the potential of 
mechanical failure. This holds especially for the turbine blades and 
vanes. Film cooling alone or combined with other cooling methods is 
now widely used to maintain the skin of blades and vanes at accept
able temperatures. The coolant injected into the gas stream in the film 
cooling method is effective in reducing the skin temperature of the 
blade. However, it also influences the aerodynamic loss of the flow 
through the turbine stage and this in turn affects the overall efficiency 
of the gas turbine. 

The Heat Transfer Laboratory of the University of Minnesota has 
a wind tunnel in which the film effectiveness in a cascade of turbine 
blades has been investigated [1]. The large size of the blades makes 
it possible to perform also accurate surveys across the wake of the 
blades and in this way to determine the aerodynamic loss. The present 
paper represents such measurements and compares the results with 
an analytic investigation. 

Only a few theoretical studies on the effect of coolant injection from 
the surface of blades on the aerodynamic loss are available in the lit
erature. Tabakoff and Earley [2] and Tabakoff and Hamed [3] con
sidered the effect of coolant injection on boundary layer growth as
suming that the coolant flow is completely immerged into a two-
dimensional boundary layer. For injection from a row of holes, how
ever, it has been found that often the coolant flow penetrates com
pletely or in part through the boundary layer. In this situation the 
analysis becomes very difficult and the problem has not been solved 
by a method which considers the boundary layer character of the 
flow. 

Prust [4] studied the aerodynamic loss using a one-dimensional 
analysis with the assumption that the injected coolant mixes with the 
main gas flow at the blade row exit. Hartsel [5] improved this analysis 
with the assumption that the ejected coolant mixes with a part of the 
mainstream, called the "mixing layer," at the location of injection and 
that this mixing layer then mixes with the rest of the main stream at 

the exit of the blade row. The thickness of the mixing layer was chosen 
so that agreement with experiments was obtained. The present 
analysis is a modification of Hartsel's method. It will be presented in 
Section 3. Experiments with a two-dimensional cascade of turbine 
blades are reported in Section 2 and a comparison of analytic and 
experimental results is the content of Section 4. 

Experiments 
Apparatus. The present experimental study has been carried out 

in the low velocity wind tunnel shown in Fig. 1. 
Air at room temperature, delivered by a fan, flows to the turning 

vanes, and then through screens and flow-straighteners to the con
traction section (entrance: 102 cm X 97 cm, exit: 46.9 cm X 60 cm). 
The flow then enters the two-dimensional turbine blade cascade with 
an approach velocity of 14 m/s and leaves through an exit duct. 

There are seven threaded holes in the tunnel ceiling at a distance 
0.76 times the chord length upstream of the leading edges of the blades 
which can be used for the insertion of pitot tubes and thermocouples. 

Instrument 
Support 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OP MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters December 10,1979. Paper No. 80-GT-38. 

46.9x60 
Cross-section 

102x97 Cross-section 
Flow Straighteners Unit of Length= cm 

Hollow Blades 

Instrument Hole 

Fig. 1 Wind tunnel for flow and heat transfer studies on a cascade of turbine 
blades 
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The inlet flow velocity, angle, and temperature are measured at this 
position later referred to as Section 1. A MKS Baratron Type 77 
Electronic Pressure Meter is used for pressure measurement. A slit 
is provided in the upper wall at a distance 1.43 chord lengths down
stream of the trailing edges. A slide with a protractor can be moved 
along this slit which is otherwise closed off. The blade outlet flow 
angle, total pressure and flow velocity are measured across the blade 
row using a yaw meter, an impact tube, and a pitot tube at this section 
later referred to as Section 3. 

The cascade has six blades—four solid and two (the center ones) 
hollow ones. One of the hollow blades has a row of holes on the suction 
side and the other has a row of holes on the pressure side as shown in 
Fig. 2. The angle between the axis of the holes through the blade skin 
and the wall surface is 35 deg. The axis of the holes is located in a plane 
normal to the blade axis. The blade surfaces with holes face each other. 
The ratio of the span to the chord length is 3.55. This rather long span 
is designed to avoid end effects. The ratio of chord length Lc, to pitch 
length, Ls, is 1.289. There are 79 holes for the secondary fluid injection 
in each of the two blade walls spaced equally over the entire span. The 
diameter of each hole, D, is 2.38 mm, and the spacing between the 
centers of adjacent holes is 3D. 

Air and carbon dioxide were used as the injected gas. The second 
gas provided a large density difference between the two gas streams 
and thus simulated large temperature differences existing in a gas 
turbine between the coolant and the main flow. The experiments 
could in this way be run at uniform temperature. The secondary gas 
is ducted into the blade interior by a brass tube. It exits through a row 
of holes in the tube wall to the inside of the blade and from there 
through the injection holes. The brass tube was rotated and fixed at 
the position which gave the most uniform flow out of the injection 
holes. Satisfactory uniformity was obtained. 

Results. Figure 3 presents the normalized main stream velocity 
profile u/Uz along the blade surface. The local velocity u is obtained 
from the total pressure pt\ measured at Section 1 upstream of the 
blade row, the static pressure p is measured at the pressure taps along 
the blade surface and the density p™ is used assuming that the flow 
can be considered incompressible. The equation 

V 2 ( p t i - p ) / p . (1) 

determines u. The term Us indicates the average velocity at the exit 
of the blade row measured by the probes at station 3. The normalized 
distance Xn is measured in the direction indicated in the figure. The 

Fig. 2 Turbine blades with film cooling by injection through rows of holes 
on the suction and pressure sides 

Pressure Side 

o Experiment 

— Calculated 
(supplied by GE) 

_ 1 _ _1_ 
0.2 0.4 0.6 0.8 

Normalized Distance Xn 

l.o 

Fig. 3 Measured and calculated velocity distribution around the surface of 
the turbine blade 

-Nomenclature. 
A\ = inlet cross-sectional area of duct with 

unit width 
A 2 = total area of a slit or a row of injection 

holes for unit width of duct 
A3 = outlet cross-sectional area of duct with 

unit width 
cp = specific heat at constant pressure 
cu = specific heat at constant volume 
D = diameter of injection hole 
d; = diameter of pressure tap 
dt = diameter of trip wire 
k = ratio of specific heats, cp/cv 

Lc = blade chord length (cf. Fig. 2) 
Ls = pitch of blade row (cf. Fig. 2) 
Ma = Mach number of main stream 
m = mass flow rate, mass flow per unit 

time 
p = pressure 
pt = mass averaged total pressure 
Pti = total pressure at center of inlet sec

tion 
Apt = difference of mass averaged total 

pressures at inlet and exit, Ap t = p t l — 

PJS 

Aptm - total pressure loss due to mixing with 
the mainstream flow 

Ap'tm = total pressure loss due to mixing in 
mixing layer 

Aptu = total pressure loss due to viscous ef
fect 

R = gas constant 
Re3 = chord Reynolds number, UzLchz 
T = temperature 
AT; = increase of total temperature of 

stream in duct due to secondary fluid ad
dition 

U = mean velocity 
Ue - mean velocity of flow in mixing layer at 

cascade exit 
u = local flow velocity 
Xn = normalized axial distance of cascade 

(cf. Fig. 3) 
a = angle between velocity vector C/2 and 

tangent to wall at exit of injection (cf. Figs. 
2 and Al) 

/?3 = cascade exit flow angle (cf. Fig. 2) 
X = mass weighted local pressure loss coeffi-
_ cient (cf. equation (2)) 
X = mass averaged total pressure loss coeffi

cient (cf. equation (4)) 

Xm = mixing loss coefficient, Xm = X — X„ 

X„ = mass average viscous loss coefficient (cf. 
equation (8)) 

v = kinematic viscosity 
f = distance across blade row at 1.43 times 

the chord length downstream from the 
trailing edge (cf. Fig. 2) 

f = ratio of coolant to total mainstream mass 
flows, mil mi 

km = ratio of coolant to mainstream mass 
flows in mixing layer (cf. equation (9)) 

p = density 
a = ratio of mainstream mass flow in mixing 

layer to total mainstream mass flow before 
mixing (cf. equation (9)) 

Superscript 
— = mass averaged value 
S u b s c r i p t s 
j = flow after mixing in mixing layer 
0 = values with absence of coolant flow 
t = total or stagnation state 
1 = cascade or duct inlet (Fig. 6) 
2 = secondary (coolant) flow 
3 = cascade or duct exit (Fig. 6) 
°° = local mainstream at location of injec

tion 
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Fig. 4 Mass weighted local total pressure coefficient, measured at 1.43 cord 
length downstream of the trailing edge of the blade, for injection on the 
pressure side. Reynolds number, Re3 = 2.3 X 10s 
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Fig. 5 Mass weighted total pressure coefficient, measured at 1.43 cord 
lengths downstream of the trailing edge of the blade, for injection on the suction 
side. Reynolds number, Re3 = 2.2 X 10s 

experimental points agree well with results calculated for incom
pressible flow, which were supplied by the Aircraft Gas Turbine Di
vision of the General Electric Company for this blade contour. The 
location of the injection holes is indicated in the figure of the blade 
and on the pressure distribution curve. The measured inlet and outlet 
flow angles were found also to agree within 0.2 to 0.3 deg with the 
calculated flow angles. 

The ratio of the boundary layer displacement thickness at the in
jection line, 5*, calculated by the method of Karman and Pohlhausen 
[6] to the diameter, D, of the injection hole on the suction surface of 
the blade has the value 0.09 and the boundary layer Reynolds number 
u<*8*/v is 300. The velocity u is practically constant near the injection 
holes. The critical Reynolds number for this condition is about 660 
[6]. The boundary layer on the suction surface at the location of in
jection is therefore expected to be laminar. On the pressure side of 
the blade there is an adverse pressure gradient upstream of the in
jection holes and the boundary layer near the injection hole is ex
pected to be turbulent. 

Figures 4 and 5 present the results of wake traverses at Section 3, 
a distance of 1.43 times the cord length downstream of the trailing 
edge of the blade. Figure 4 is obtained from measurements with in
jection on the pressure side of the blade and Fig. 5 injection at the 
suction side. The local mass weighted pressure loss coefficient X 
presented on the ordinate of the figure is defined in the following 
way: 

(Pn ~ Pta) 

\=-

ifi 

Pti-Ps 
(2) 

Pn indicates the total pressure at station 1 and pta the total pressure 
at station 3. p 3 is the mass averaged pressure, u 3 denotes the local 
velocity and U3 the average velocity at station 3. The length f is 
measured at location 3 in the direction parallel to the blade row as 
shown in Fig. 2. The symbol £ represents the ratio of the coolant mass 
flow m-i to the mainstream mass flow m\ 

f! m2 (3) 

Both figures represent the results of measurements in which air was 
used as coolant. The density ratio of the coolant pi to the density p\ 
of the air in the main stream is therefore practically equal to 1. 

Figure 4 shows the results with injection on the pressure side. 
Without injection (£ = 0) the largest loss occurs directly downstream 
of the trailing edge of the blade. Small values of injection have only 
a small influence on the pressure loss coefficient. However, a large 
reduction of this coefficient, especially downstream of the pressure 
side of the blade, is observed at the highest injection ratio, £ = 0.0194. 
This obviously is due to the momentum in the flow direction supplied 
by the injected fluid. 

The pressure loss coefficient of the blade with injection on the 
suction side presented in Fig. 5 exhibits some different characteristics. 
A small amount of injection increases the loss coefficient, whereas a 
reduction occurs again at the largest injection rate, £ = 0.0199. Mea
surements have in this case been performed for two conditions of zero 
injection because the boundary layer is expected to be laminar at the 
point of injection on the suction side of the blade. In one, the holes 
were taped over to provide a smooth surface whereas in the second, 
the holes were left open. It may be observed that there is a slight dif
ference in the loss coefficient; it has a somewhat smaller value for the 
smooth surface. 

Analys i s 
Definitions. The pressure loss coefficient averaged over the mass 

flow at the exit of a cascade is customarily defined by 

Ptl~Pt3 
(4) 

Pn-pa 

assuming that all the pressures have obtained uniformity in the re
spective cross-sections by mixing (Fig. 6). 

It will be assumed that the total pressure loss due to mixing of the 
coolant flow with the mainstream Aptnl and the loss due to viscous 
effects Apt„ are separable so that the total loss is given by the equa
tion 

or that 

where 

Apj = pn - Pta = Aptm + Apt, 

X - X „ 

Apt, 

X„ = 

Pn-Ps 

Apt„ 

(5) 

(6) 

(7) 

(8) 
Pn -Pa 

The coefficient X„ will be assumed independent of the coolant injec
tion rate in the following comparison of experimental and analytical 
results. 

Modification of Hartsel's Method. The following analysis is 
based on the model introduced by Hartsel and will be discussed with 
reference to Fig. 6. Mixing layers are postulated to adjoin the blade 
surfaces with thicknesses larger than the boundary layers. In Fig. 6 
the mixing layer is sketched on the suction side of the blade. A similar 
layer occurs also along the pressure side. The rest of the flow is called 
the unaffected mainstream. The analysis for the various layers is 
one-dimensional. The fluid in the mixing layer expands isentropically 
from the upstream velocity U\ to the velocity w„ approaching the 
point of injection. There the coolant injected with the velocity lf2 

mixes with the fluid in the mixing layer at constant pressure. The 
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Fig. 6 Sketch of flow through a turbine blade cascade illustrating the mixing 
layer on the suction side for obtaining the total pressure loss coefficient 

resulting uniform velocity is Uj. After mixing, the fluid in the mixing 
layer continues to expand isentropically to the exit Section 3 reaching 
the velocity Ue. The unaffected mainstream expands isentropically 
from the upstream velocity U\ to the exit velocity C/3,0 in the exit cross 
Section 3. The two streams mix at constant pressure, and the resulting 
uniform velocity is Us. 

The present analysis uses the same model for the flow but bases the 
analysis on the relations for constant pressure mixing presented in 
the appendix of this paper; those relations are derived there for an 
injected gas different from the mainstream and for specific heats of 
the coolant and the mainstream fluid which are functions of tem
perature. The presentation in this and the following sections is aimed 
at providing analytical expressions for the mixing loss coefficient 
which can be compared with the experimental results. It restricts the 
expressions given in the appendix to incompressible flow with tem
perature independent specific heats because this is the condition 
which was well approximated in the low flow velocity experiments. 
The mixing loss coefficient, then, is expressed by a simple equation 
which can be calculated easily, if one knows the ratio of the main
stream velocity at the location of injection without injection to the 
cascade exit velocity. 

Total Pressure Loss Due to Fluid Injection. The following 
assumptions will be made in addition to those mentioned in the pre
ceding section. Subscript o will be used for values under the condition 
that no secondary fluid is injected. 

1 Coolant and mainstream fluid are perfect gases. 
2 The inlet total pressure pt\ and the exit static pressure p 3 are 

not influenced by fluid injection (pti
 = Pn.o a n d P3 = Ps,o)-

3 The mainstream velocity at the location of injection before 
mixing is not influenced by fluid injection (u„ = u„>o). 

The ratio of the mass flow of the fluid in the mixing layer ap
proaching the blade row to the total mass flow in the mainstream is 
denoted by the symbol a. The coolant fraction in the mixing layer is 
accordingly 

U = ^ ^ - (9) 
am,\ a 

The following equation can easily be obtained by a derivation anal
ogous to that of equation (A20) in the Appendix 

Ap' t, 

P a - P -

Pi 

Pi \u 
uL\* (10) 

where 

k U2 

1-1 cos a 

1 + -

In the above equation, Ap'tm is the difference of the total pressures 
in the mixing layer before mixing and after mixing, p „ is the static 
pressure at the location of injection, py is the density of the fluid in 
the mixing-layer after completion of mixing, and a is the angle be
tween the coolant velocity vector at the exit of the coolant hole and 
the tangent on the blade surface. The various velocities are indicated 
in Fig. 6. 

We consider the case when the direction of the flow after mixing, 
Uj, is the same as that before mixing, u„. The following equations hold 
because of isentropic expansion 

_ Ue
2 

pn ~ kp'tm = P3 + Pj -r-

Pti - P 3 : 
Pit/3,02 

From equations (11) and (12) one obtains 

£/e
2 = - f / 3 , o 2 - - A p ' t , 

( ID 

(12) 

(13) 
Pj Pj 

The density ratio pi/pj is obtained from the ideal gas equation. 
Substituting equation (10) into equation (13) gives 

Ue2 

C/3,02 

i + mU + tsel* 
o-fli/\ acpiTi, 

\ o-/\ o-Cpi/ 

1 -
11/3,0/ J 

. ( 2 - ' 
lt/3,0, 

11 H cos a \ 

1 + -

(14) 

R denotes the gas constant, cp the specific heat at constant pressure 
and T the absolute temperature. 

The mass fraction of the flow in the mixing layer to that in the 
unaffected mainstream after injection is 

mi + ami £ + o 
or -

mi — ami 1-
(15) 

The flows in the mixing layer and in the mainstream are assumed to 
be parallel to each other so that 

Pt8,0 ~ Pt3 

P(3,0 _ P 3 

.Blb2 
Pi 

where 

(£+ff) Ue 

1 + - — - — -
(1 - a) [73,0 

1 + 
1 - fl

ue) 

(17) 

The term pt3,o is the total pressure in the unaffected mainstream 
before mixing, which is equal to pti and p o is the total pressure at 
cascade exit after mixing. The density ratio ps/pi is obtained from the 
ideal gas equation. With this equation (16) becomes 
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where a is given by 

Xm = 1 — ab2 

(1+ £ ) ! + £ 
; £p2 

' Cpl, 

HUH?? 
\ till\ Cpl 1 l, 

(18) 

(19) 

The inlet mainstream flow rate will actually be changed by coolant 
injection, if one assumes that the inlet total pressure p ( 1 and the exit 
static pressure p3 are the same with and without injection. This affects 
the flow velocity of the unaffected mainflow and the static pressure 
at the exit before mixing. In the present analysis for the mixing loss 
coefficient, this effect is neglected and the unaffected mainstream 
at the exit is assumed to be the same with and without the secondary 
fluid injection. This results in a small error in the loss coefficient 
unless Xm is very large. Equation (18) will be used to compare the 
experimental results described in Section 2 with results of the present 
analysis. Before doing this, however, the effect of fluid injection on 
the mainstream flow rate and on the exit kinetic energy will be cal
culated. 

Effect of Fluid Injection on Mainstream Flow Rate and on 
Exit Kinetic Energy Flux. The total pressure loss due to viscous 
effects will be assumed unchanged by coolant injection. The ratio of 
the mass flows at the blade row exist with and without coolant injec
tion is then given by the following equation 

m±\2
 =

 ps (pts ~ p ^ 

">3,ol P3,0 (P(3,0 ~ P3) 

"l3,ol 

.12-
P3,0 

1 -
Pt3,0 ~ PtS 

Pt3,0 _ P 3 

Substitution of equation (16) results in 

(20) 

ni3 

m3,0 

ab (21) 

where Ue/U3io in the term b is given by equation (14). 
The ratio of the mainstream flow rate with and without coolant 

injection is 

m i 

mi,o 

mi _ "13 — f m t 

"13,0 m3fl 
From equations (21) and (22) follows 

m\ 1 

"J i,o 1 + * 
ab 

(22) 

( 2 3 f 

The relative change in blade row exit kinetic energy flux is com
puted from the following equations 

02 
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Fig. 9 Effect of density ratio on mean pressure loss coefficient 

K 
m3U3

2 - m3i0U3,0
2 

m3flU3fl
2 

K = ab3-l 

P3,o2m3
3 

- 1 (24) 

(25) 

Comparison of Experimental and Analytical Results 
The averaged pressure loss coefficients measured for the blade 

cascade used in the experimental part of the program are presented 
in Figs. 7-9. Figures 7 and 8 are for the condition that air as "coolant" 
is injected into air in the mainstream and that both have the same 
temperature (p2/f>i = 1). Figure 9 illustrates the effect of density ratio 
Pilpi- Carbon dioxide at room temperature is used as "coolant" in 
these experiments, resulting in a density ratio pilp\ = 1.52. The or
dinate of the figure is X - X„. The loss coefficient X for any injection 
rate £ is obtained from the area enclosed by the respective curve and 
the straight^ dashed line shown in Figs. 4 and_5. The friction loss 
coefficient X„ has been assumed to be equal to XU|o, consistent with 
the assumption that the frictional pressure loss does not depend on 
the amount of injection. The experimental points in the figures are 
compared with analytical results obtained by Hartsel's method as 
modified in Section 3. 

Figure 7 presents the pressure loss coefficient for injection from the 
pressure surface of the blade. It is observed that the ratio a of the fluid 

^mass in the mixing layer to that in the mainstream has little effect for 
it < 0.01 ( L V " - < 3.0), but a considerable effect for the larger £ on the 
pressure loss coefficient. The prediction agrees best with the experi
mental results for a value a = 0.05. 
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T h e si tuat ion is different for coolant injection a t the suct ion surface 

of t h e b l ade (Fig. 8). Analyt ica l resul t s o b t a i n e d from e q u a t i o n (18) 

for a = 0.05 and 0.3 practical ly coincide indica t ing t h a t t h e mass flow 

ra t io a has pract ical ly n o effect on t h e p res su re loss coefficient. T h e 

exp lana t ion for th i s difference is o b t a i n e d from a compar i son of t h e 

mains t ream velocity profiles along t h e two surfaces of the b lade shown 

in Fig. 3. On t h e suct ion side t h e m a i n s t r e a m velocity, a n d therefore 

t h e p ressure , a re pract ical ly c o n s t a n t a long t h e b lade surface. 

Therefore, it makes little difference whether t h e mixing of t h e coolant 

wi th t h e m a i n s t r e a m occurs a t t h e po in t of inject ion or a t t h e b l ade 

row exit. On the pressure side, the ma ins t ream velocity along the blade 

surface is smaller a t the location of injection t h a n at the blade row exit. 

T h e coolant mixes wi th p a r t of t h e m a i n s t r e a m a t a lower velocity 

causing t h e mixing loss t o be smal ler t h a n t h a t on t h e suc t ion side. 

N o explanat ion can be offered why the two exper imen ta l po in t s in 

Fig. 8 a t t h e large injection ra tes devia te f rom t h e ca lcu la ted curve. 

F igure 8 p re sen t s two e x p e r i m e n t a l va lues on t h e o r d i n a t e (for zero 

coolant injection) indicating t h a t t h e presence of the holes const i tutes 

a surface roughness and increases t h e t u r b u l e n c e in t h e flow even 

w i t h o u t coolant injection. T h e higher va lue of t h e p ressure loss 

coefficient was assumed to represen t the frictional loss coefficient for 

t h e eva lua t ion of t h e expe r imen ta l resu l t s wi th fluid injection. 

F igure 9 compares analyt ical p red ic t ions based on equa t ion (18) 

wi th e x p e r i m e n t a l resul t s for two values of t h e dens i ty ra t io pilpi a t 

a = 0.05. T h e p red ic t ion is in good ag reemen t wi th expe r imen ta l re

su l t s even a t dens i ty ra t ios different from 1. 

C o n c l u s i o n s 

T h e to ta l p ressure losses in t h e flow t h r o u g h a cascade of t u r b i n e 

b lades can increase or decrease w i th coolant injection in t h e down

s t r e a m di rec t ion . An analysis based on t h e mode l i n t roduced by 

H a r t s e l p red ic t s th i s loss in a g r e e m e n t wi th expe r imen ta l resul t s for 

small coolant injection, which is t h e s i tua t ion in film cooling. T h e loss 

coefficient var ies considerably w i th a a t £ > 0.01 for p res su re s ide 

inject ion a n d agrees bes t wi th expe r imen ta l resul t s a t a = 0.05. T h e 

change in t h e m a i n s t r e a m flow r a t e a n d in t h e k inet ic energy flux 

change a t t h e b lade row exit can also be p red ic ted from t h e equa t ions 

in Section 3. T h e analysis can now be incorporated in a p rogram which 

p red i c t s t h e ae rodynamic efficiency a t a gas t u rb ine . 
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APPENDIX 
Cons tant P r e s s u r e M i x i n g of a Compress ib l e F lu id . T h e to ta l 

p res su re loss of one-d imens iona l flow is given by t h e following equa 

t ion for cons tan t pressure mixing and for cons tan t area mixing when 

t h e effect of friction is neglected [8]. 

Pt 
• - M a 2 

2 T, 

I t/< 
• / jMa 2 1 - — 

2 \ dm 
- cos a 

t / i / m 
( A l ) 

F igure A l ske t ches th i s mixing process a t c o n s t a n t p ressure in a 

channe l . W i t h a smal l coolant flow a n d therefore a smal l change in 

the flow from cross section 1 to cross section 3, t h e above equat ion can 

be a p p r o x i m a t e d by 

U2 Ptl - Pt3 
• - M a i 2 — + f e M a i

2 | l -
2 Ttl ' 

c o s a £ (A2) 
P t i 2 Tn \ Ui 

I t is evident from t h e above equat ion t h a t the difference in the tota l 

p ressure loss for a given £ be tween cons tan t area mixing and cons tan t 

p r e s su re mix ing is smal l when t h e coolant injection is smal l so t h a t 

the change of the M a c h number Ma, due to injection is small for given 

in le t to ta l p res su re a n d exit p ressure . T h e analysis , p r e sen t ed h e r e 

for c o n s t a n t p res su re mixing because it resul t s in s impler re la t ions , 

can therefore also be used with good approx imat ion for cons tan t area 

mix ing . 

T h e to ta l p ressure can be expressed for a compressible fluid by t h e 

equa t ion 

Pt = P 1 + 
• l \*/(*-i) 
- M a 2 (A3) 

E x p a n d i n g t h i s e q u a t i o n in a series a n d m a i n t a i n i n g t h e first five 

t e r m s gives 

p i / 2 , 1 „ 2-k 
pt = p + ~— 1 + - M a 2 + 

2 4 24 
M a 4 

(2 - fe) (3 - 2fe) 

192 
M a 6 (A4) 

For c o n s t a n t p r e s su re mixing, p i is equa l to pg. T h e p res su re loss 

coefficient can therefore be wr i t t en as 

r- P t l - Pt3 
Am -

P t l - P i 

Us ing e q u a t i o n (A4), a n d t h e abbrev ia t ion 

Yi = 1 + - Ma,-2 + Ma,-4 + -
4 24 192 

(A5) 

M a ; 6 (A6) 

one ob ta ins 

A„ 
PaUs2Y3 

' P i L V Y i 
(A7) 

where t h e subsc r ip t i in equa t ion (A6) h a s to be rep laced by 1 a n d 3, 

respect ively, in equa t ion (A7). 

T h e t e r m s Ma3, ks, Us, T3, a n d R3 a re u n k n o w n in t h e above 

equa t i on . T h e y are o b t a i n e d from t h e following re la t ions . 

C o n t i n u i t y e q u a t i o n 

P1U1A1 + P2U2A2 = P3U3A3 

M o m e n t u m equa t ion 

P 3 ^ 3 2 ^ 3 - piUi2Ai - p-zU-fAi cos a •• 

(A8) 

(A9) 

I 
I 

Fig. A1 Sketch of flow channel for constant pressure mixing 
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E n e r g y equa t ion 

s: Ts U3
2 

cp3dT = - - i - + —If 
i + i, \JTr 

cpldT + ^ 

€ 

E q u a t i o n s (A13), (A14), and (A15) resu l t in 

CpiCT3) + ^ c p 2 ( T 3 ) 
k3{T3) •• (A18) 

fl 1 + ^ J T P 

in which Tr deno te s a reference t e m p e r a t u r e . T h e velocity U3 is ob

t a i n e d from equa t ions (A8) a n d (A9) 

Ui + JU2 cos a 

c P i ( r a ) + { c p 2 ( T 8 ) - ( R i + £ R 2 ) . 

T h e M a c h n u m b e r a t t h e b l ade row exi t can be o b t a i n e d by subs t i 

t u t i n g t h e t e r m s o b t a i n e d above in to t h e equa t ion 

Ma3=U3 /kiRiTi 

M a i f / iVk3R3T3 
(A19) 

U3 

1 + * 
( A l l ) 

E q u a t i o n (AlO) is used t o d e t e r m i n e t h e t e m p e r a t u r e T3. F r o m t h e 

equa t ion of s t a t e resul t s 

p3R1T1 pi_R2T2 

Pi 

P i . 

R3T3 pi R i T i 
(A12) 

T h e p res su re loss coefficient X is finally ob t a ined from equa t ion 

(A7) 

For incompressible flow, the t e rms with a Mach number in equat ion 

(A6) can b e neglected. There fore , subs t i t u t i ng equa t ion (AlO) in to 

e q u a t i o n (A7) 

T h e equa t ions for cp3, R3, k\ a n d Ma3 are 

. Cpi(T) + %cp2{T) 

1 + f 
fli + £i?2 

r , , h Uz \ 2 
' 1 + 1 — cos a \ 

Ps I Ui 

cp3(T) 

R 3 

Mag5 

1 + * 

cp(T) 

' cp(T)-R 

U3
2 

(A13) 

( A H ) 

(A15) 

(A16) 

where 

P i 

£2. 
Pi 

l + £ 
(A20) 

.R1T1 

R3T3 

(A21) 

k3(T)R3T3 

Using t h e second equa t ion (A12) a n d equa t ion ( A l l ) , one ob ta ins 

£ 3 . 
l + £' 

RjT2Al 

RiTrAz 

in which t h e ra t io Ri/R3 is ob t a ined from equa t ion (A14). For t e m 

p e r a t u r e i n d e p e n d e n t specific heat , the t e m p e r a t u r e T3 is given from 

equa t ions (AlO) a n d (A13), where t h e k ine t ic energy t e r m s m a y b e 

neglected: 

i + € 
(A17) T3 

: cpiTi + g c p 2 r 2 

Cpl + £ c p 2 

(A22) 

Printed in U. S. A. 
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Investigations of an Axial Flow 
Compressor with Tandem Cascades 
In axial flow compressors with high degrees of reaction the transfer of energy can be in
creased by using suitable tandem cascade arrangements. The application of multistage 
tandem cascade systems therefore allows savings in constructional length and blading 
and thus a very compact compressor design. Therefore a four-stage tandem cascade com
pressor with 100 percent reaction was built. To determine the operating behavior of the 
machine, the compressor characteristic on speed control was measured. For optimization 
and further development of this compressor the characteristics on adjustment of all stator 
blade rows and speed control were measured. To allow the behavior of the stator blade 
rows and tandem cascade wheels to be assessed, the channel flow in the axial gaps behind 
selected wheels was measured. The tandem cascade compressor, its layout and the results 
of experimental investigations are presented and discussed. 

Introduction 
The volume flows to be handled by stationary axial compressors 

are steadily increasing. This is true for all gaseous working media. In 
particular the handling of light gases, such as helium, leads to larger 
sizes of the turbo set [1]. However, for economical reasons and in the 
interest of operational safety and simple manufacture and con
struction, the dimensions of the turbo machines should be kept as 
small as possible. This can only be achieved by increasing the degree 
of power conversion of these machines referred to the volume of 
construction. 

In the case of axial compressors, compact designs are obtained by 
increasing the suction capacity and the stage pressure ratio [2]. The 
stage pressure ratio can be raised by increasing the degree of deflection 
in the cascade. Since there are relatively close limits to the aerody
namic loading of a retarding single cascade, the desired increased 
deflection has to be obtained by providing tandem cascades. 

Relatively high degrees of reaction allow tandem cascade ar
rangements to be favorably used in multistage axial compressors. In 
these, then, the pressure rise of the stage is considerably increased 
by providing tandem rotor blade cascades and single stator blade 
cascades (Fig. 1). As compared to corresponding axial compressors 
with the conventional single cascade design, the use of tandem cascade 
stages in multistage machines allows considerable savings in length 
and blading and thus a very compact compressor to be built [3]. 

At the Institute for Turbomachinery of the University of Hannover, 
a multistage tandem cascade compressor was laid out and designed. 
It was built in cooperation with Gutehoffnungshutte Sterkrade AG 
(GHH). For verification of the layout of this machine suitable mea
surements of the characteristics and speed control were carried out. 
Subsequently, to facilitate the further development of this machine, 
characteristics on stator blade adjustment and speed control were 
measured. Finally, to also allow the behavior of the stator blade and 
rotor blade wheels in the rotating machine to be assessed with more 
accuracy, at certain points of the characteristic the operation was 
repeated and the compressor flow over the channel height in the axial 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters December 10,1979. Paper No. 80-GT-39. 

Fig. 1 Tandem cascade stage: ( a ) axial displacement, (ft) displacement 
in peripheral direction, ( / ) chord length, (t) pitch, ( a s , /3S) stagger angle, 
( A a 5 ) stagger angle adjustment 

gaps behind selected wheels was measured. The present paper de
scribes the tandem cascade compressor and the relevant investigations 
made and gives an interpretation of the test results. 

Layout and Design of the Compressor 
A tandem cascade stage with 100 percent reaction consists of the 

tandem cascade wheel followed by the impulse stator blade row (Fig. 
1). The tandem cascade wheel consists of two retarding single cas
cades, 1 and 2, mounted immediately one after the other, whose ar
rangement relative to each other can be optimized according to [3]. 
In the moving part of the stage a large retardation is achieved and 
therefore a relatively small total retardation ratio wilw\ is obtained 
(Fig. 2). Nevertheless the retardation ratios of the single cascades, 

Journal of Engineering for Power OCTOBER 1980, VOL. 102 / 971 

Copyright © 1980 by ASME
  Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



<v\ 
QS.2 

/»21 

U 

\ l / 2 

XY--P2<y 
r—p, 

w. 

Fig. 2 Velocity triangle of a tandem cascade stage (reaction 100 percent): 
(cz) axial velocity, (u) circumferential velocity, (w1,c2) inlet velocity, (w2,c-,) 
outlet velocity, (tv21) outlet velocity cascade 1, inlet velocity cascade 2, (« 2 , 
/3i) inlet angle, (a-\, /32) outlet angle 

Table 1 Design values of the tandem cascade compressor 

Name 

mass flow rate 

speed 

number of stages 

hub to tip ratio 

internal power 

total pressure 

total temperature . 

total pressure 

total temperature . 

> inlet 

.outlet 

Dim. 

kg/s 

rpm 

-
-

kW 

bar 

K 

bar 

K 

Value 

6.58 

11000 

4 

0.64 

672 

1 .0 

288.15 

2.51 

389.9 

wi\lw\ of cascade 1 and Wilwi\ of cascade 2, of approximately 0.7, are 
of an order which has been applied many times in practice. The ad
vantage of the tandem arrangement is that, thanks to the division of 
the high deflection between two single cascades, a new boundary layer 
is formed on the suction side of the second cascade which can over
come the pressure rise more easily. The stator blade impulse wheel 
has a deflection from a to ci, which is relatively high for a compressor 
stage. Hence to increase the energy transfer by say 100 percent 
through application of a tandem stage, instead of a single stage, it is 
necessary to increase the aerodynamic load of the impulse cascade. 

The compressor developed on the basis of the described stage ar
rangement operates with a free vortex blading and a reaction of 100 
percent in the tandem cascade stages. Thermodynamically the com
pressor was laid out based on the mean stream line theory using the 
documents as per [4]. The layout data are shown in Table 1. The 
channel dimensions and the arrangement of stages with the apper
taining velocity triangles can be seen from Fig. 3. The compression 
starts with a single cascade stage followed by three tandem cascade 
stages and an outlet rotor wheel. With the velocity plans chosen here 
for the tandem arrangement no stator blades are required at the inlet 
and outlet. Instead of these one can install at the blading inlet the 
cascade 2 of the tandem wheel as inlet rotor wheel and at the outlet 
the cascade 1 as outlet rotor wheel. With this arrangement the axial 
inlet and outlet flow at the rotor ends fits the blading in the design 
point. In addition the length of the machine is reduced and manu
facture is rationalized since now the homogeneous blading only con
sists of two rotor blade cascades of the tandem wheel and the stator 
blade row. 

By application of a three-dimensional method as per [5] and using 
the data of Table 1 and the corresponding channel contour, the 
compressible flow in the tandem cascade test compressor was calcu-

________Nomenclature—._—-—-»—-».-_-.»>—»—_, 

cascade 2 

limputsa cascodd 

i i 
I stags 1 ! 

[tandem case ado cascade 2 

cascade 1 

w4 

outlet rotor inlet stage tandem cascade stage 

Fig. 3 Channel contour and arrangement of stages 

Fig. 4 Tandem cascade compressor: (a) inlet casing, (b) stator blade carrier, 
(c ) outlet casing, (d) Journal bearing, (e) co-rotational transmitter, (/) re
ceiving antenna, (g/) stator blade, (/)) shroud, (k) diffuser, (/) double thrust 
bearing, (m) rotor with rotor blades, (p) boring for transmitter line, (/, x, y, 
z, o) measuring plane for scanning 

lated. Taking into account the radial equilibrium, the method yielded 
the distribution of flow over the channel height in the bladeless axial 
gap behind the wheels. The distribution figures served as bases for 
the detailed theoretical and experimental developments of the tandem 
cascade rotor blade and the stator blade wheels described in [3] and 
[6]. For the rotor blades suitable NACA profiles of the series 65 were 
chosen in [3]. The stator blade row was newly designed as an impulse 
cascade in [6]. With 85 deg at the hub decreasing to 65 deg at the stator 
blade carrier it has a deflection effect which is relatively high for 
compressor blade profiles. 

Figure 4 shows a longitudinal section of the built tandem cascade 
compressor. This machine consists of three axially separable parts 
with horizontal partition joint, the inlet casing (a), the stator blade 
carrier (b) and the outlet casing (c). The inlet casing holds the journal 
bearing (d). At the free shaft end the co-rotational single-channel 
transmitter (e) of the telemetering system for monitoring the rotor 
blade vibrations is fixed. The receiving antenna (/) installed in the 
inlet part encloses the transmitter. The stator blades (g) are inserted 
in axially and radially divided rings in the stator blade carrier and 
fixed in their stagger angle position. To reduce clearance losses the 
stator blades are provided with shrouds (h) in the rotor hub area. 

In the top part of the inlet casing and in the stator blade carrier, in 
planes i and o, probe bores for measuring the characteristics are lo
cated before and behind the blading. After completion of the mea
surements, for the subsequent wheel scannings radial bores were also 
provided in planes x and z and a longitudinal groove was provided 
in peripheral direction in plane y, over two blade pitches, for fitting 
measuring probes. 

A = area, m2 

m = mass flow rate, kg/s 
n = speed, rpm 
p = pressure, bar 
P = power, kW 
u = circumferential velocity, m/s 

V = volume flow rate, m3/s 
Ah = enthalpy rise, kj/kg 
t] = efficiency, percent 
•K = pressure ratio 
<p = flow coefficient 
\p = pressure coefficient 

Subscripts 
h = hub, inner 
i = inlet, in front of the blading 
o = outlet, behind the blading 
s = isentropic 
tot = total 
w - wall, outer 
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Table 2 Measured characteristics and scannings

Type Stagger angle change Lla of stator Speed ratio Scanning at speed ratios
blade No. n/nd

1 2 3 4

I 0° 0° 0° . 0° oof' n/nd = 0.5, 0.S3, 1.0

II 4° 4° 4° 4° 0.5, 0.7 n/nd = 1.0

I I I 8° 80 SO 80 0.83, 0.9 n/nd = 1.0

IV 80 SO 40
40

1.0 no

V _4 0 _4 0 _4° _4 0
no

The blading and the measured section with constant channel height
are followed by the diffuser (k). The inner shell of the diffuser is fixed
in the outlet casing and supports the undivided fixed bearing (I). The
diffuser leads the compressed gas into the curved space of the outlet
casing, which is connected with the nozzle of the discharge pipe. The
rotor (m) is machined from the solid and has a constant diameter at
the blade root. From the inlet side a central bore (p) in the rotor ex
tends to the first tandem cascade to accomodate the line between
strain gauge and transmitter. The photo of Fig. 5 shows the com
pressor rotor placed in the casing. One can clearly see the blading
arrangement starting on the left with the inlet wheel, followed by three
tandem cascade wheels and the outlet wheel, and also the compact
tandem arrangement with the gap between cascades 1 and 2.

Test Program
The test program was divided into two successive portions, mea

surement of the characteristics and wheel scannings. It was started
with verification of the design point and measurement of the nominal
characteristic field on speed control. Subsequently, characteristic
fields were measured also on stator blade adjustment combined with
speed control. A survey of the measured characteristics, their desig
nations and the various adjustments made is given in Table 2. The
speed ratios

n/nd = 0.5,0.7,0.83,0.9 and 1.0,

and for the nominal characteristic I also n/nd = 0.6, were adjusted.
nd is according to Table 1 the nominal speed of 11,000 rpm.

The stagger angles of the stator blades could be changed by simple
design changes to their connection in the stator blade carrier but only
with the machine uncovered. Therefol'e the angle variations t.a, =
as - as,d (Fig. 1) were limited with regard to their extent and stepping.
t.as.d is the designed stagger angle. However, with a stepping of t.as
= ±4 deg and a maximum adjustment of t.as = 8 deg they give a good
survey of this possibility of compressor optimization. Altogether four
characteristic fields with different stator blade adjustments were
measured (Table 2). For the three characteristics II, III and IV the
stagger angles were increased according to the counting direction of
Fig. 1 in the direction of the circumferential velocity. These adjust
ments are counted positively and are called positive prerotation ad
justments. With the fourth variant, V, the stagger angle was reduced.
This adjustment is counted negatively and called negative premtation
adjustment.

The testing facility and the appertaining measuring tap arrange
ment are described in [2,7]. During the test the measuring points were
adjusted on a characteristic curve from the throttling line to the surge
line by gradual closing of a throttle valve at the discharge end. The
throttling line corresponded to the resistance characteristic of the
machine with the throttle valve fully opened. Operation at the surge
limit was performed at all speeds with the exclusion of the nominal
speed.

At each point the values for calculation of the mass flow rate, power
requirement, pressure ratio and efficiency were measured. The
quantities required for graphical representation were obtained by
radial flow scannings at the blading inlet and outlet in planes i and

Journal of Engineering for Power

Fig. 5 View 01 opened tandem cascade compressor

° (Fig. 4). These measurements were taken with a probe which allowed
the total pressure, the static pressure, the temperature and the angle
of flow to be determined at the same time. In addition through bores
in the stator blade carrier after each wheel, in the diffuser and at the
outlet nozzle the wall pressures in the compressor could be mea
sured.

Apart from the results of the characteristic measurements,
knowledge of the local flow data occurring during operatio~of the
machine before and after the rotor and stator blade wheels is of par
ticular interest. Therefore the machine was operated again at various
points of the previously measured characteristics I, II and III for speed
control and stator blade adjustment (Table 2) and detailed distri
bution measurements were taken. As before, the flow was measured
at the blading inlet and outlet, in planes i and 0, radially between the
hub and tip diameter. These measurements were supplemented now
by radial scannings in plane x after the inlet wheel and plane z after
the first tandem cascade wheel and by radial and peripheral distri
bution measurements over one pitch in plane y after the first stator
blade row (Fig. 4). For these scannings the channel was divided in all
planes by 10 measuring radii, in plane i by 11 radii. At the stator blade
carrier and hub a closer spacing was chosen than in the middle of the
channel.

Measuring Results
Since the tandem cascade compressor handled atmospheric air, the

values found under varying suction conditions had to be converted
to a uniform reference state by application of the laws of similarity.
As reference state the design values at the inlet were chosen. The
quantities describing the characteristic field were formed from inte
gral mean values of the scanned flow distributions corresponding to
the measured mass distributions.

Characteristic Results in Design State. For verification of the
layout the characteristic values were compared (Fig. 6). The related
pressure coefficient l/;fV;d and the related total efficiency 'Y//'Y/d were
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Fig. 6 Related pressure coefficient and related total efficiency as a function 
of the related flow coefficient: (d) design point, (n/itd) speed ratio 

plotted against the related flow coefficient <p/<pd. Selected for this 
comparison were the speed ratios n/rid = 0.5, 0.83 and 1.0. The pres
sure coefficient characterizes according to equation 

\f/ = 2- Ahs>tot/u
2 

(1) 

the total isentropic enthalpy rise Afos>tot of the machine which is made 
nondimensional with the square of the circumferential velocity u. The 
total efficiency 

ijtot = rh • Ahs.toJP (2) 

is calculated with the aid of the mass flow rate m and the compressor 
power P. P corresponds to the difference between the driving power 
and the mechanical power losses in a gearbox and in the compressor. 
The flow coefficient 

<P = Vtot,i/(Ai • a) (3) 

is the flow coefficient in the inlet plane i, which is calculated from the 
total volume Vtot,; a r ld fne cross-sectional area A;, d characterizes the 
design values to which relations were established too. \p and ?jtot des
ignate the work of the blading from the inlet plane i to the outlet plane 
0 (Fig. 4). 

In Fig. 6 the deviations between measurement and design are about 
1 percent in the case of the pressure coefficient and approximately 
1.1 percentage points for the total efficiency. Taking into account that 
the compressor under consideration is an unusual, highly loaded 
machine with a firstly developed blading and stage arrangement, it 
may be said that the design values show good correspondence with 
the measuring results. It is true that the design values are not achieved 
throughout the stable nominal characteristic range, but at high 
pressure coefficients in the direction of partial load with ip/<pd < 1 a 
very flat characteristic curve is measured. This has its cause in the 
high degree of deflection in the tandem cascade stages. 

2.6 

2M 

, S 2.2 

I 2.0 
o 

1.6 

a 
S U 

1.2 

1.0 

1 1 T T" 
o measured values 

3 & 5 6 7 kg/s 9 
mass flow m 

Fig. 7 Characteristics for the tandem cascade compressor: (d) design point, 
(s) surge line, (n/nd) speed ratio 

When the compressor is running in the overload range with ip/<f>d 
> 1 the nominal characteristic and the appertaining efficiency drop 
very quickly. In the end there is only a pressure drop with no increase 
in mass flow. The reason for this is that the influence of the Mach 
number increases with increasing mass flow. Because of the high de
gree of reaction due to the high deflection effect of the stator blades, 
and still low temperatures, the critical Mach number at which losses 
start to increase, is first reached in cascade 1 of the first tandem cas
cade wheel. This leads to increasingly faulty inlet flow and relative 
volume increase in the succeeding stages, whose operating points are 
shifted more and more on their characteristic curves into the overload 
range. These stages then work under increasingly unfavorable con
ditions near the throttling line. If the speed is reduced the influence 
of the Mach number decreases. For example, at 0.83-rid higher pres
sure coefficients and in particular higher efficiencies are measured. 
Furthermore the drop in the characteristic line starts later. On further 
reduction of the speed the influence of the Mach number disappears 
and the curves becomes relatively flat in the entire range, such as with 
n/nd = 0.5. However, now the compressor flow no longer suits the 
channel so that the design values are only achieved at a high degree 
of throttling. The working range of the compressor between the limits 
of the characteristic field increases with decreasing speed. 

These curve forms, depending on the speed, are also found in the 
characteristic field of the tandem cascade compressor (Fig. 7). Here 
the total pressure ratio irtot and the total efficiency t)tot are shown as 
functions of the reduced mass flow measured at the orifice. The total 
pressure ratio 

""tot : : Ptot,o/Pt< (4) 
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measuring plane lor wall pressure 

Fig. 8 Wall pressure In the tandem cascade compressor at design speed: 
(a\, a2, a3) see Fig. 7, (/) inlet, (o) outlet, (r) single cascade rotor blade, (s) 
stator blade, (J) tandem cascade rotor blade 

is the mean value of the total pressures ptot i n planes i and o (Pig. 4) 
and characterizes the pressure rise of the blading. 

At nominal flow the compressor develops a total pressure ratio of 
2.48 at a total efficiency of 83.7 percent. The measured surge points 
result in a slightly curved line as the surge line s, which cuts the 
nominal characteristic line relatively close to the design poind d. As 
a result the operating range of high pressure ratio and high efficiency 
is restricted here. The reason for this are the high degrees of energy 
transfer of the tandem cascade stages. The nominal characteristic 
reaches its maximum shortly after passing the design point. Hence 
compared to the design values the nominal characteristic of this 
compressor has no mass flow and pressure reserves. With decreasing 
speed the surge line is shifted into the part load range. 

Because of the small stage outlet angle fo which was chosen, the 
maximum efficiency is measured on all characteristics in the vicinity 
of the surge line [8]. The ranges of highest efficiency are thus relatively 
close to the surge line. Owing to the decreasing influence of the Mach 
number the highest characteristic efficiency of 88 percent is reached 
at0.7-nd . 

In the case of axial compressors the static pressure generally does 
not change very much over the channel height. So the wall pressures 
measured at the stator blade carrier, diffuser and discharge nozzle 
are very suitable for verifying the wheel and stage behavior and the 
machine tuning under different operating conditions. For this purpose 
the wall pressure pw referred to the static pressure p; of the inlet plane 
i was plotted against the distance assigned to the particular measuring 
planes (Fig. 8). Three measuring points of the nominal characteristic 
were selected, a; is at the throttling line, ai is the point at medium 
throttling, and 03 corresponds to the design point (Figs. 7 and 8). 

The wall pressure curve of 03 shows that in all of the four stator 
blade rows designed as impulse cascades the static pressure is mark
edly reduced. This effect increases with increasing mass flow from 03 
to a\. The reasons for this are inevitable wheel losses and an inlet flow 
concentrated too much on the suction side already in the design point. 
The tandem cascade wheels develop the wall pressure at almost all 
measuring points of a characteristic relatively uniformly and more 
intensively than the single cascade wheels at the inlet and outlet of 
the blading. Particularly interesting is the behavior of the outlet rotor. 
At points a 2 and 03 of the throttled compressor it works as a retarding 
wheel as expected. However, with a i at the throttling line with the low 
back pressure this wheel reduces the pressure very much. This phe
nomenon is due to the poor adaptability of the tandem cascade stages 
to pressure and mass flow variations. Their flat stage characteristics, 
which hardly allow pressure control, have the effect that the com
pressor at point a i develops a pressure ratio of approximately 1.7 
before the flow enters the fourth stator blade row. However, the 
consumer, which begins at the outlet nozzle, only requires 1.2 times 
the inlet pressure. To this level now the excessively compressed gas 
has to be expanded by the outlet wheel. During this expansion very 
high velocities are produced at the wheel outlet, which cause high 
losses. The steep pressure and efficiency drop observed in the char
acteristic field in the vicinity of the throttling line is still intensified 
by this effect at the outlet wheel. 
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Characteristic Results on Stator Blade Control. Adjustment 
of the stagger angle of a stator blade row for deviation from its layout 
leads to a changed channel geometry in this wheel and to changes in 
the stage behavior, which depend on the layout data and the direction 
of adjustment. By an adjustment for positive prerotation (Fig. 1, Table 
2) the operating point of a stage is changed to smaller mass flows and 
smaller pressure rises, the degree of reaction is reduced and a steeper 
stage characteristic is caused. Adjustment for negative prerotation 
has the opposite effect. 

The influence of stator blade adjustment on the work of the tandem 
cascade compressor is shown in Fig. 9, where all measured charac
teristics are entered. The variables 7Tt0t, i)tot and m were referred to 
their design values. In order to make the superimposed characteristics 
more transparent, the curves of only three speed ratios were selected 
for the purpose of representation. 

With increasing positive adjustment from the design case I via the 
4 deg adjustment at II and the 8 deg and 4 deg adjustment at IV, to 
the 8 deg adjustment at III (Table 2), the characteristic moves away 
from the design point d and the operating range is shifted into the 
part-load range towards smaller flow rates. The pertinent surge line 
too is shifted in this direction, while the specific throttling line of the 
machine undergoes hardly any change. Since a positive adjustment 
reduces the inlet velocity of the rotor wheel and thus the influence 
of the Mach number, the steep drop in the high-speed curves which 
occurs in the overload range begins later and later. The ranges of 
relatively good and almost constant pressure ratio therefore increase 
here from I to IV. The characteristics themselves hardly become any 
steeper. However, at nominal speed and high-pressure ratios the ef
ficiency is increased by the positive adjustment compared to I, by 1 
to 2 percentage points to values above 85 percent. This is also mainly 
due to the decrease in the inlet flow Mach numbers, for with smaller 
speed ratios the tendency is reversed in favor of I. The —4 deg negative 
adjustment of V deteriorates the operating behavior of the compressor 
in every respect. The characteristic range is markedly restricted by 
the location of the characteristic curves and by early approach to the 
surge line. Moreover, the lowest efficiencies are measured here. 

Of all variants measured, II with the positive adjustment of Aa s 

= 4 deg in all stages is doubtless the most favorable. The compressor 
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here achieves—with an increased operating range compared to I—still 
high pressure ratios and good, even partly improved, efficiencies. A 
larger positive adjustment causes the pressure ratio to drop too much; 
a negative adjustment is out of the question. 

Wheel Scannings. In order to get an insight into the flow distri
butions at nominal conditions in the five measuring planes i, x, y, z 
and o (Fig. 4) for the wheel scannings the operation, was repeated also 
at point as of the nominal characteristic field. At 03 the compressor 
handled almost exactly the nominal mass flow on the curve with n/rid 
= 1 (Fig. 7). To analyze the compressor flow at this measuring point, 
in the following two pictures the pressure, temperature and velocity 
curves were plotted against the radius r' referred to the channel height 
according to equation 

rh (5) 
rh 

wherein r is the particular measuring radius adjusted, o, the hub ra
dius and rw the wall radius. 

Fig. 10 shows the distribution of the total pressure p t o t (>"'), the 
static pressure p(r ' ) , the total temperature T tot (r') and the static 
temperature T(r'). The symbols pertaining to the measuring planes 
in Fig. 10 also mark each individual radial measuring value. In plane 
y, in which the flow at the outlet of a stator blade was measured over 
one pitch in peripheral and radial direction, the mean peripheral value 
per radius had to be determined. 

The radial distribution of the total pressure is almost constant in 
planes i and x before and after the inlet rotor wheel and a ty . In the 
tandem cascade wheel from y to z however there is a marked rise in 
total pressure in the upper channel half. This rise can also be seen in 
a less pronounced form at 0. The static pressure is only constant over 
the channel height at i. At the outlet of the wheels it slightly rises 
toward the wall due to the centrifugal forces based on the circum
ferential components of the absolute velocity. 

The total temperatures also rise particularly behind the tandem 
cascade blading at 2 and o above the mean radius. The constant total 
radial enthalpy increase of the free vortex flow which was assumed 
in the design is thus not fully reached. The total temperatures at x 
and y before and after the stator blade row must be constant. The 
slight deviations in Fig. 10 at the hub are within the limits of the 
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measuring accuracy. The distributions of the static temperatures are 
similar to those of the total temperatures. 

Fig. 11 shows the distributions of the absolute velocity c (/•'), their 
components in axial and circumferential direction, cz(r') and cu(?•'), 
and the relative velocity w(r') in the measuring planes. 

Since the absolute and relative velocities are composed of the ve
locity components, only cu(r') and cz(r') are considered here. 

The circumferential component cu(r') of the absolute velocity has 
a distribution which virtually corresponds to a free vortex flow. Only 
in plane z after the tandem cascade wheel it slightly rises towards the 
wall, after a minimum at r' = 0.7. At the blading inlet and outlet the 
axial inlet and outlet flow assumed in the design, i.e., cu{r') = 0, is not 
fully established. Particularly at o the air leaves the blading in the 
vicinity of the design point with a negative prerotation (as in Fig. 7), 
which slightly impedes the pressure buildup by the outlet wheel. 

The most remarkable distributions have the axial component cz(r'). 
In the layout an almost constant cz value both over the channel height 
and in axial direction was assumed, as shown at i at the inlet. However, 
the axial velocity already rises parabolically over the channel height 
when the air flows through the inlet wheel from i to x. The form of the 
increase indicates a reduction of cross-sectional area by wall boundary 
layers. Furthermore this wheel has not the optimum setting according 
to the analyses of its outlet angle distributions. This increase in ve
locity in the inlet wheel causes a changing of the incident angle of the 
first stator blades from three to four degrees over the channel height, 
directed to the suction side. This in turn cause an axial acceleration 
of the air in a middle of the channel. The wall flow however is decel
erated very much by friction. However, the greatest changes in cz over 
the radius are measured behind the tandem cascade wheel. Here, in 
plane z, the axial velocity decreases very much toward the hub from 
a pronounced maximum before the stator blade carrier. This leads 
to excessive velocities and localized increased mass flow rates in the 
upper channel half and also contributes to the intensified pressure 
rise observed in this area as per Fig. 10. At the outlet at 0 the c2 dis
tribution is of a similar nature. Hence the air will be displaced in all 
tandem cascade wheels in outward direction toward the stator blade 
carrier. As the analyses of the outlet flow angle and efficiency distri
butions have shown, this displacement has its cause in the fact that 
the deflection in the hub area of the tandem cascade wheel is excessive 
in relation to the inlet flow velocity. The tandem cascade is subjected 
to localized excessive loads so that at the blade root great secondary 
and wall influences may become effective which in the first approxi
mation are proportional to the cascade loading. The results of this flow 
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displacement are relatively high-pressure rises and good wheel ef
ficiencies in the upper channel half and the contrary in the lower 
channel half. Furthermore the displacement leads to faulty flow to 
the succeeding wheels and has an unfavorable influence on the work 
of the rear part of the blading. 

Summary 
In this paper the concept and design of a multistage tandem cascade 

compressor have been presented. Characteristic measurements on 
this axial compressor at the rated operating conditions have shown 
that the layout is in good correspondence with the test results. How
ever the characteristic field at design conditions of all wheels was 
unfavorably influenced by certain phenomena. For example, at high 
speeds the part load range was, relatively early, limited by the surge 
line, while under overload conditions the pressure ratios and ef
ficiencies were reduced by an increasing influence of the Mach 
number. The ranges of optimum efficiency were close to the surge 
line. 

These influences could be reduced by a suitable stator blade ad
justment, without giving up the idea of developing a compact and 
economical compressor design. The optimum stagger angle increase 
proved to be 4 deg in all stator blade rows. With this adjustment the 
tandem cascade compressor still achieved high-pressure ratios and 
good efficiencies in a wider characteristic field compared to the 
layout. 

The results of the characteristic measurements were supplemented 
and substantiated by flow measurements during machine operation 
in the axial gaps behind selected rotor and stator blade wheels. This 
allowed assessment of the work performed by the measured wheels 
under rated operating conditions and on speed control and stator 
blade adjustment. 

The many machine tests have proved that operation with the tan
dem cascade compressor does not raise any problems. Moreover these 
tests have indicated many possibilities of improvement and further 
development. 
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Measurements of the Boundary 
Layer Dewelopment along a Turbine 
Blade with Rough Surfaces 
During the operation of turbines the surfaces of the blades are roughened by corrosion, 
erosion and deposits. The generated roughness is usually greater than that produced by 
manufacture. The quality of the blade surfaces determines the losses of energy conversion 
in turbine cascades to a great extent. The loss coefficient can be found theoretically by 
a boundary layer calculation. For rough surfaces there are no boundary layer measure
ments along the profiles of a turbine cascade. Therefore in a cascade wind tunnel mea
surements of the boundary layer development were carried out. The chord length of the 
blades was 175 mm. The cascade represented a section through the stator blades of a 50 
percent reaction gas turbine. For smooth surfaces and three different roughnesses up to 
3.3 • 10~3 {equivalent sand roughness related to chord length) the boundary layers were 
measured. The momentum thickness is up to three times as great as that on smooth sur
faces. Especially in regions with decelerated flow the effects of roughness are high. A 
rough surface causes a rise of the friction factor and a shift of the transition of laminar 
to turbulent flow. The results of the measurements are shown. Correction factors are 
worked out to get good agreement between measurement and calculation according to the 
Truckenbrodttheory. 

Introduction 
Efficiency and operational behavior of a fluid flow machine are 

influenced to a high degree by the surface finish of the blading. Small 
flow losses necessitate certain surface finish qualities which can 
sometimes be realized only at high fabricational expense. During 
operation, however, the blading surface is impaired and changed by 
soiling, erosion and corrosion [1, 2]. The surfaces thus brought about 
very often cause a considerable loss in efficiency and compressor map 
range [3-5]. Since the characteristic cascade values of blades with a 
rough surface which are required for the calculation of these influences 
are very rarely available from measurements, the cascade loss values 
are usually determined theoretically. 

The theoretical methods are based on a boundary layer calculation 
for which certain factors have to be assumed, such as the position of 
the transition point from laminar to turbulent flow, the magnitude 
of the resistance coefficient, the shape of the velocity profile, or the 
kind of generation and dissipation of turbulences. For the purpose 
of comparison and evaluation, measurements were carried out for 
clarification of the flow around rough acceleration cascades. For this, 
the boundary layer along the contour of rough turbine blades was 
measured in a two-dimensional cascade wind tunnel and the pressure 
distribution around the blades was determined. 

Cascade Wind Tunnel 
The wind tunnel is operated in suction service. The cascade used 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OP MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters December 10,1979. Paper No. 80-GT-40. 

Fig. 1 Profile: 4 . . . 51 profile coordinates; 1 . . . 10 pressure tappings; SP 
stagnation point 

has an inlet cross-section of 0.51 m2. The air mass flow amounts to 
about 11 kg/s and can be varied by throttling. The inlet flow velocity 
upstream the cascade just about reaches 20 m/s, resulting in an outlet 
flow velocity of approx. 50 m/s, a Reynolds' number of 5.6 • 105, and 
a Mach number of 0.14. The degree of turbulence in the intake is 2 
percent. 

The test cascade is made up from 9 blades with a height, H, of 530 
mm and a profile chord length, 1, of 175 mm. At a pitch ratio, til, of 
0.685 the pitch, t, is 119.875 mm. The stagger angle, /3S, is 56.5 deg. 
The blades correspond to a guide blade mean section of a gas turbine 
with 50 percent reaction. Fig. 1 shows the profile as well as the posi
tions of the measuring points for boundary-layer scanning and of the 
pressure tappings. The two central blades of the cascade are provided 
with ten pressure tappings each at the pressure and suction sides. 
These tappings are arranged at half the blade height and serve for 
measuring the pressure and velocity distribution around the pro
file. 
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The blades were produced by casting. A mould with an extremely 
smooth surface was treated with a parting compound to prevent the 
blades from sticking, and was filled with epoxy resin. Ground slate 
was used as filling material. The blades were strengthened by steel 
frames to prevent distortion and bending. The achieved surface finish 
of the blades was very good. With similarly made blades, a peak-to-
valley height of about 1 /im was measured with a Hommel tester. 

To provide an adequate thickness of the boundary layers for mea
surements with probes, the blades were produced with a compara
tively large chord length of 175 mm, corresponding to magnification 
at a scale of 3 to 1 as compared to the original profile dimensions in 
the turbine. The boundary layers increase to the same extent so that 
at the trailing edge of the rough blades, boundary layer thicknesses 
of approx. 10 mm are brought about. The blade ratio of H/l greater 
than three insures two-dimensional flow in the middle of the 
tunnel. 

R o u g h n e s s 
The rough surface of the profiles was produced with the aid of loose 

emery powder. The use of sandpaper glued to the blades was decided 
against as this would make the profiles unnecessarily thick. Emery 
powder grains are classified to the same sizes as the emery paper for 
which they are used. The size of the grains is defined by an emery 
grade number which stands for the number of meshes counted over 
a length of one inch of a screen which just still permits the grains to 
fall through. The test screens are standardized, in the German stan
dard DIN 4188. A higher emery grade number thus means a smaller 
grain size and consequently a smoother surface than a lower grade 
number. 

In addition to the peak-to-valley height, both the shape and dis
tribution of the roughness elements have an effect on the flow con
ditions. Not the absolute peak-to-valley height of roughness is 
therefore used as a measure for roughness, but instead the equivalent 
sand roughness, ks, which was employed in the tests for studying the 
laws of flow in rough pipes, serves to describe the fluidic effect of 
surfaces [6]. The interrelation between sandpaper of a defined grain 
size and sand roughness is known, from experiments [7, 8]. In order 
to insure that the blade surfaces produced by sticking on loose emery 
powder correspond to those of usual commercial emery paper, test 
surfaces were measured with a Hommel tester thus proving coinci
dence of the roughness measures. 

The blades were roughened in the following way: First, the cleaned 
blade surfaces were sprayed with a very thin coat of a water-soluble 
adhesive which was then sprinkled with the desired emery grade. 
When all superfluous grains had been shaken off, the surface was left 
with a single and uniformly thin layer of emery grains. When the 
blades had dried, they were mounted in the cascade wind tunnel. 
Upon completion of the measuring series with one roughness grade, 
the rough layer was washed off with water and the new roughness 
grade applied as described above. 

The emery grades used for the tests, the sand roughness and the 
related sand roughness are compiled in Table 1. The related roughness 
is referred to the profile chord length of 175 mm. A blade without a 
sticked-on layer has a peak-to-valley height of approx. 1 /jm and is 
hydraulically smooth, since the admissible related roughness is not 
reached at a Reynolds' number of 5.6 • 105. The admissible related 
roughness can be determined from 

(fe/Dadm < 100/Re; 

in this case ks adm is 0.03 mm. 

M e a s u r e m e n t s 
With test conditions kept constant, the following measurements 

were carried out on cascades of varying roughness: 

• pressure distribution around the profile, 
• total losses and outlet flow angle in the wake, 
• velocity distribution in the boundary layer and turbulences in 

the boundary layer. 

Table 1 Roughnesses 

emery grade 

No 

smooth 

220 

120 

40 

sand 

ks 

roughness 

in pm 

1 

100 

180 

580 

relative roughness 

*s/-f • . 103 

hydraul. smooth 

0.57 

1.02 

3.31 

The pressure distribution supplies information on the static pres
sure and as such on the velocity of the undisturbed flow at any point 
of the profile. Evaluation of the flow actions around the profile and 
calculation of the flow boundary layer is possible only on the basis of 
the pressure distribution data. For this reason, ten pressure tappings 
each were provided on the two central blades at half the blade height 
on the side facing the channel between them. The pressure tappings, 
whose position can be seen from Fig. 1, have a diameter of 0.5 mm. 

The overall losses of the two-dimensional cascade are determined 
from momentum measurements downstream the cascade. The mea
surements in the wake establish the direction of flow, the static 
pressure and the total pressure. On the basis of these data together 
with the same data ascertained upstream the cascade by means of a 
Pitot tube which is installed in the intake as a reference probe, the 
losses and their distribution along the pitch can be calculated. 

For evaluation of the development of a boundary layer and calcu
lation of its thickness the pattern of the flow velocity between the 
value "zero" right at the wall and the unaffected outer flow must be 
known. This pattern is measured by means of a Pitot tube flattened 
at its tip to 0.25 mm and provided with an inlet slot of 0.05 mm width 
and about 1 mm length. These small dimensions in conjunction with 
the large blade dimensions insure that the tip of the probe is small as 
compared to the thickness of the boundary layer and can be brought 
comparatively near to the wall up to half the probe thickness. With 
the Pitot tube the total pressure in the boundary layer is measured. 
The second characteristic variable besides the total pressure which 
is of importance for the determination of the boundary layer is the 
distance of the probe from the wall. This distance is determined with 
the aid of a measuring dial of 1/100 mm-accuracy mounted on a probe 
adjusting gear. With the wind tunnel not in operation, this adjusting 
gear is fitted in such a way that the probe can be moved at the selected 
profile point vertically to the contour, assisted by a template with 
movement markings for the probe which is placed against the profile. 
When the wind tunnel is then put into operation the probe is moved 
toward the profile—which in the measuring plane was previously 
laminated with aluminium foil of 0.02 mm thickness—until contact 
is established, thus closing an electric circuit. The switch action is 
made visible on an oscilloscope. In conjunction with a visual check, 
the zero point for boundary layer measurement can thus be properly 
set and reproduced. For the measurements with a rough surface the 
emery powder is removed from the measuring area. In order not to 
influence the development of the boundary layer before the measuring 
point by this change in roughness, measurements are started at the 
trailing edge and only so much emery powder is removed each time 
that the probe for zero point measurement is positioned right behind 
the emery grains. 

In order to check the pneumatically determined values for the 
boundary layer velocities, the boundary layer is also scanned with 
hot-wire anemometer probes. In addition, the degree of turbulence 
is also ascertained by this measuring method. 

E v a l u a t i o n of M e a s u r i n g R e s u l t s 
After corresponding conversion and temperature correction, the 

static pressures, pk, measured along the profile contour are repre
sented together with the dynamic pressure, <jt, and the static pressure, 
Pi , in the intake as a nondimensional pressure coefficient, cp. This 
pressure coefficient is defined as 
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.Pk-Pl 

<?1 
(1) 

The pressure coefficients are plotted as a function of the nondimen-
sional profile length, x/l. 

The measurements in the wake in particular provide information 
on the total loss and the outlet flow angle. The efficiency for energy 
conversion on a streamline is defined as 

v- (2) 

where u>2 is the actual outlet flow velocity and W2S the ideal velocity 
without loss as arising on isentropic expansion. The loss coefficient 
is 

f = l - (3) 

Since the losses on the different streamlines vary, the characteristic 
values can only be determined through integration. The evaluation 
method takes into account all the conservation laws concerned, such 
as the equation of continuity, momentum balance, energy law and 
equations of state. The inhomogeneous flow in the wake is converted 
to a homogeneous flow. This method supplies at the same time the 
mean values of flow such as velocity, pressure and temperature as well 
as the loss coefficient and the direction of outlet flow. 

The measurements of the boundary layer with the Pitot tube serve 
for determination of the velocity distribution in the boundary layer 
and thus of the boundary layer variables 8, 5i and 82- The thickness 
of the boundary layer, 5, is usually defined by the particular distance 
from the wall where the boundary layer velocity amounts to 99 percent 
of the outer flow velocity. This represents an arbitrary definition as 
the transition from the boundary layer velocity to the outer flow 
proceeds asymptotically. More reliable conclusions than from the 
boundary layer thickness, 8, can be drawn from the physically defined 
boundary layer thicknesses 8% and 82-

The displacement thickness is defined by the following equa
tion: 

« i (4) 

where y is the coordinate vertical to the profile surface and u>k the 
undisturbed velocity. The displacement thickness describes the 
narrowing of the channel brought about by the lower velocity in the 
boundary layer, and represents the distance by which the outer flow 
is displaced toward the outside by the formation of the boundary 
layer. 

The momentum thickness, 82, covers the reduction of the mo
mentum by the boundary layer, its definition being as follows: 

J>s 1 

y=0 
(5) 

w(y) 1 

'yo Wk 

The ratio of displacement thickness to momentum thickness is given 
by the shape factor 

H12 = 81/82 (6) 

which characterizes the shape of the velocity profiles in the boundary 
layer. 

Measuring Results 
Fig. 2 illustrates the pressure distributions for the profile used. The 

related profile length, x/l, was used as abscissa, with x representing 
the running coordinate and 1 the profile chord length. The surface 
roughness, ks/\, served as parameter. Fig. 2 which shows the pressure 
curves determined by measurements, includes entries of the mea
suring points for all roughness grades, but only the points for the 
smooth surface and with maximum roughness were connected by full 
and broken lines, respectively. The pressure distribution is not 
changed very much by the roughness. The measured values show a 
quite definite tendency as a function of the roughness: On the suction 
side the roughness causes the pressure coefficient to become lower, 
i.e. the velocity is reduced, whereas on the pressure side, in the back 

Fig. 2 

( 
3 

0.1 0,6 

related profile length x/t 
:ig. 2 Measured pressure distribution: (O) smooth, (A) fcs/l = 0.57 • 10~ 
V ) ksl\ = 1.02 • 10~3, (O) kB/\ = 3.31 • 10"3, ( ) smooth, (- - - ) ks/\ •• 
(.31 • 10" 3 

section, the opposite effect can be observed; i.e., the velocity increases. 
In the central section the pressure distribution remains unchanged, 
whereas shortly behind the leading edge lower velocities occur. The 
effects described are the more pronounced, the rougher the surface. 
The pressure distribution shows very favorable flow conditions. On 
the pressure side an initial acceleration is followed by a brief retar
dation. From a related profile length of about 0.35 up to the trailing 
edge there is a uniform acceleration of flow. On the suction side there 
is a steady acceleration of the fluid up to about the middle of the blade; 
there is no suction peak and the pressure minimum is stretched long. 
Only in the back section of the suction side the flow is retarded down 
to the outlet pressure. The outlet pressure is not much higher than 
the minimum pressure, and the retardation therefore is not very 
large. 

The development of the boundary layer along the profile surface 
can be seen from Fig. 3 and Fig. 4, where the momentum thickness 
as per equation (5) is entered as a function of the contour length. Fig. 
3 shows the momentum thicknesses on the pressure side and Fig. 4 
those on the suction side. The relative roughness is always indicated 
as parameter. 

The momentum thickness on the pressure side (Fig. 3) increases 
from the front stagnation point until it reaches its maximum value 
at a contour length, s, of 75 to 90 mm. Up to shortly before the trailing 
edge the boundary layer then becomes thinner again. Especially with 
the two higher roughness grades, ks/\ = 3.1 • 10~3 and 1.02 • 10~3, the 
momentum thickness increases near the trailing edge. The curves 
resulting from a smooth surface and from a relative roughness of 0.57 
• 10~3 are very similar. With a roughness, ks/l, of 1.02 the boundary 
layer is about 1.5 times thicker than with a smooth surface or a surface 
with insignificant roughness. The maximum roughness of ks/l = 3.1 
• 10 - 3 causes the boundary layer to become more than twice its original 
thickness. At the trailing edge the momentum thickness for ks/l = 0.57 
• 10~3 and with a smooth surface is approximately 0.17 mm, for ks/l 
= 1.02 • 10~3 it comes up to 0.25 mm, and for ks/l = 3.1 • 10 - 3 it reaches 
a thickness of approximately 0.4 mm. 

The momentum thicknesses at the suction side are considerably 
greater than at the pressure side (Fig. 4). Up to contour lengths of 
approximately 75 mm the boundary layers increase only slowly, while 
from 75 mm onward the growth becomes more marked. On the suction 
side the flow is accelerated up to a contour length of approximately 
100 mm. 

The curve for roughness ks/l = 0.57 • 10~3 (emery grade 220) takes 
a similar course in the front range than that for the smooth surface. 
Up to a contour length of 100 mm the momentum thickness is less 
than with a smooth surface. From s = 75 mm onward there is a no
ticeable increase. At the trailing edge the momentum thickness is 1 
mm, as compared to 0.4 mm with a smooth surface. 

With roughness ks/l = 1.02 • 10~3 (emery grade 120) the boundary 
layer at the trailing edge is likewise approximately 1 mm thick. In the 
front range, however, this roughness has a far greater effect. The 
momentum thickness rises already from a contour length of 20 mm. 
When s is more than 60 mm, the boundary layer increases to a higher 
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Fig. 4 Momentum thickness at suction side. Legend see Fig. 2 

degree and up to s = 190 mm runs parallel to the momentum thickness 
at ks/l = 0.57 • 10~3, after which the increase is only slight. 

The strongest effect is brought about by the maximum roughness, 
where ks/\ is 3.1 • 10 - 3 (emery grade 40). Right behind the front 
stagnation point the boundary layer has already reached a consider
able thickness. Prom s = 60 mm it increases even more, and from the 
same point onward the acceleration of the outer flow is only very 
slight. At the trailing edge the momentum thickness comes up to 
about 1.4 mm. 

Figs. 3 and 4 show that the boundary layers on the suction side are 
considerably thicker than on the pressure side. Corresponding to the 
momentum thickness the profile flow loss is likewise determined by 
the suction side by about 2.5 to 3.5 times as much as by the pressure 
side. The characters of the boundary layer on the pressure side and 
on the suction side differ. On the suction side the boundary layer gains 
in thickness up to the trailing edge, whereas on the pressure side the 
boundary layer decreases again in the back section of the profile 
contour as a result of the acceleration of flow. Fig. 5 represents a se
lection of velocity distributions measured in the boundary layer. The 
velocity ratio ui/uik is plotted as a function of the wall distance, y; Wk 
stands for the velocity outside the boundary layer while w stands for 
the local velocity. For some contour points the velocity distributions 
for a smooth surface and for a related roughness of fes/l = 3.1 • 10~3 

have been compiled. By the additionally shown allocation to the 
measuring point on the blade profile, the development and change 
of velocity in the boundary layer can be observed. 

The velocity curves for smooth and rough surfaces differ. Right 
from the start, roughness ks/l = 3.1 • 10~3 has a very great influence 
on the boundary layer. Since it can be assumed that at the beginning 
of the profile the flow is laminar, an influence of the rough surface on 
the laminar boundary layer cannot be excluded. 

For great contour lengths and in particular on the suction side, the 
difference between the boundary layers on a smooth surface and on 
a rough surface becomes more and more pronounced. Contrary to the 
velocity profiles on the pressure-side profile end, the velocity gradient 
on the suction-side profile end is very small already near the wall. This 
causes correspondingly high values for the boundary layer thickness. 
Such a comparison can be easily made with the help of Fig. 5. 

The loss coefficient rises from 1.85 percent for a smooth profile to 

Fig. 5 Velocity distribution along profile: <—) smooth, ( ) rough (fcs// 
= 3.31 • 1(T3) 
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Fig. 7 Shape factor at suction side. Legend see Fig. 2 

6.39 percent for roughness ksl\ = 3.1 • 10~3. For the roughness grades 
between, the loss coefficient amounts to 4.09 and 4.39 percent. 

A n a l y s i s 
The measuring results show the effect of the surface roughness of 

blades on the boundary layer. Neither the pressure distribution nor 
the velocity distributions show any sign of a separation of the 
beundary layer from the examined profile. This means that the 
boundary layer is essentially laminar and turbulent. The position of 
the transition point, which is an important parameter for the theo
retical calculation of the boundary layer, cannot be recognized directly 
from the velocity distributions along the profile and the momentum 
thicknesses derived therefrom. As a further criterion for the position 
of the transition point, shape parameter H1 2 is plotted as a function 
of the contour length in Figs. 6 and 7. Shape parameter HYI represents 
the ratio of displacement thickness and momentum thickness and lies 
between 4.0 and 2.0 for laminar boundary layers and between 2.0 and 
1.0 for turbulent boundary layers [9], Shape parameters of more than 
2.0 tend to cause a separation with turbulent boundary layers. A 
change of the boundary layer character from laminar to turbulent 
brings about a leap in the shape parameter [10]. 

On the pressure side (Fig. 6) the shape factor drops considerably 
for all roughness grades at a contour length, s, of between about 50 
mm and 60 mm. The transition from laminar to turbulent flow can 
thus be allocated to this range. For rough surfaces the transition is 
steeper than for smooth surfaces. From s = 70 mm onward the shape 
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factor is about 1.6. The transition range comprises an area where the 
flow, after initial acceleration, is slightly retarded. It can be assumed, 
therefore, that in the boundary layer on the pressure side the transi
tion point lies for all roughness grades at s ~ 55 mm. Up to this point 
the boundary layer is laminar and from then on turbulent, with no 
separations occurring. 

The boundary layer on the suction side does not show such a uni
form behavior. For smooth blades the shape factor is greater than 2 
up to a contour length of approximately 190 mm, after which it takes 
a steep drop. For this surface, transition would only occur in this range 
shortly before the trailing edge. For the smooth surface on the suction 
side the transition point from laminar to turbulent flow in the 
boundary layer is assumed to be at s = 185 mm. 

With the lowest roughness grade, which has a value of 0.57 • 10 - 3 

referred to the contour length, the shape factor for s = 50 mm drops 
steeply, as shown in Fig. 7. In spite of the fact that the flow is accel
erated in this area, transition occurs from laminar to turbulent flow. 
As can be seen from Fig. 4, the momentum thickness shows a marked 
increase only from contour lengths of more than 100 mm as compared 
to the smooth surface. On account of the acceleration of flow the 
turbulent flow character does not yet take its full effect. The differ
ences in boundary layer thickness as compared to the smooth surface 
are correspondingly small up to this contour length. Roughness kj\ 
= 1.02 • 1 0 - 3 causes a drop of the shape factor already at s = 30 mm. 
This is in conformity with the increase of the momentum thickness 
as shown in Fig. 4. 

The maximum roughness grade produces a boundary layer shape 
factor of less than two right from the start on the suction side (Fig. 
7). Even at the leading edge the momentum thickness (Fig. 4) is about 
2.5 times as high as for the other roughness grades, with corre
spondingly great effects on the velocity distribution in the boundary 
layer, as shown in Fig. 5. Peak values of up to 46 percent were mea
sured for the turbulence grades. Shortly before the trailing edge the 
shape factor increases again to values of more than two. The turbulent 
boundary layer stands within short of separation, as becomes also 
apparent from the velocity distribution in Fig. 5. Near the wall, the 
gradient is very small. The disturbances caused by roughness are so 
high that the flow is turbulent almost right from the start. The tran
sition point is to be assumed at s = 0 mm. 

On the basis of the above transition points the boundary layer was 
calculated for the measured pressure distributions with reference to 
Truckenbrodt [11] and the studies by Scholz [9]. For the calculations 
an integral method was used based on the resistance coefficients cy 
on an even plate. The resistance coefficients were calculated for a 
laminar flow according to 

(7) 

(8) 

(9) 

cf = 1.328/VRe 

and for a turbulent flow with a smooth surface according to 

cf = 0.455 X (lg(Re))-2-58 

and for a rough surface according to 

cf = 0.418 X (2 + lgd /W) - 2 - 5 3 

Re stands for the Reynolds number of the intake referred to the 
contour length 1, and ks for the thickness of sand roughness. The 
calculated results satisfactorily coincide with the measurements only 
for a smooth surface. The roughness affects the flow around a blade 
profile to a much greater extent than would be assumed from equa
tions (7-9). A comparison between the calculated and measured 
momentum thicknesses shows that the laminar boundary layer, too, 
does not remain unaffected by the roughness. Boundary layers being 
regarded as laminar here when their shape factor H\i is clearly higher 
than two. As shown by the measurements of the degree of turbulence, 
these boundary layers are not free from cross movements. The crite
rion for the difference to the turbulent boundary layers is the atten
uating ability towards disturbances [12, 13]. It was suggested to 
multiply the resistance coefficient obtained from equation (7) for 
boundary layers defined in this way as "laminar" with a factor de
pending on the roughness grade. With the available measurements 
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the effect caused by roughness was not as pronounced as suggested 
by [12,13]. 

With reference to the recommendation of [12, 13] the following 
formula was developed for the factor kr with which the resistance 
coefficient as per equation (7) is to be multiplied, based on the mea
surements carried out on the turbine profile: 

kr = 5.7 + 0.48 X ln(fes/l) (10) 

Equation (10) applies to related roughnesses of more than 0.2 • 10 - 3 , 
whereas k, = 1.6 is to be used for smoother surfaces. 

The resistance coefficient for turbulent boundary layers is likewise 
to be corrected for the flow around turbine profiles. As pointed out 
already in [14], about 15 to 25 percent higher friction coefficients are 
to be assumed because of the flow start conditions. From the available 
measurements the following equation was established for the factor 
kr for turbulent boundary layers in dependence on the roughness 
grade: 

•• 3.4 + 0.26 X In (kj\) (11) 

For roughness grades below ks/\ = 0.2 • 10 3 there is to be used kr = 
1.2. 

The boundary layer calculations were repeated with the resistance 
coefficients corrected in accordance with equations (10) and (11). The 
results can be seen from Figs. 8 and 9, where the momentum thickness 
is plotted as a function of the contour length. For purposes of com
parison with the measured results, the measuring points have been 
entered for a smooth surface and for roughness ks/\ = 3.1 • 10~3. There 
is quite a good coincidence between the measured and calculated 
values on the suction side, and likewise for the smooth surface on the 
pressure side. The momentum thickness for roughened surfaces is 
illustrated satisfactorily. The tendency of the boundary layer course 
is correctly maintained by the calculations and coincides with the 
measurements also quantitatively. Coincidence for the intermediary 
roughness grades, the measuring points of which were not entered, 
is likewise satisfactory. 

S u m m a r y 
In a two-dimensional cascade wind tunnel in which comparatively 

large blades with a chord length of 175 mm were installed, boundary 
layer measurements were carried out in a turbine cascade having a 
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guide blade mean section profile of a 50 percent reaction turbine. The 

boundary layers along the contour were scanned with Pitot tube 

probes and hot-wire probes both for smooth blades and for three 

different roughness grades of up to ks/\ = 3.1 • 10~3 sand roughness 

related to the chord length. The boundary layer is very much affected 

by the roughness grade. As compared to smooth surfaces the mo

mentum thickness is up to about three times as high. The roughness 

produces an increased resistance and shifts the transition point for

ward. With the higher surface roughness grades, transition could not 

be prevented even by an accelerated flow. 

The friction coefficient is higher than with a corresponding 

roughness on an even plate. Even in the case of laminar boundary 

layers increased friction can be observed. On the basis of the mea

suring results it was possible to specify factors in dependence on the 

related roughness both for the laminar and for the turbulent boundary 

layer with which the friction coefficients of the even plate are to be 

multiplied for obtaining results from boundary layer calculations 

which correspond to the measurements. 
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The Aerodynamic Significance of 
Fillet Geometry in Turbocompressor 
Blade Rows 
This paper describes a theoretical investigation of the influence of fillet radius on the 
aerodynamic behavior of turbocompressors. The fillet is that found at the intersection of 
an airfoil and a hub or shroud where no relative motion or gap is present. A modified 
power law velocity is used in conjunction with experimental estimates of the three-dimen
sional corner boundary layer extent to obtain values of the interference displacement and 
friction coefficient for the 90 deg corner flow which are in fair agreement with Gersten's 
experimental results. Likewise, interference displacement and friction coefficient are ob
tained in the case of a corner flow in a dihedral > 150 deg for which experimental data is 
unavailable but where the low curvature of the stream surfaces allows the three-dimen
sional boundary layer extent to be calculated from Bertotti's integral momentum equa
tion. The boundary layer characteristics thus obtained are then applied, by means of a 
polyhedral approximation, in the evaluation of the influence of 90 deg corner fillet on cor
ner flow separation. Some guidelines are provided relating the fillet radius to physical 
dimensions of the blading. 

Introduction 
The following paper is the result of a theoretical investigation aimed 

at assessing the significance of fillet geometry to the aerodynamic 
performance of a turbocompressor. The fillet in question is that found 
at the intersection of an airfoil and its adjacent platform or endwall 
where no relative motion or significant gap exists. The past tendency 
has been to strike a compromise between making the fillet as small 
as possible for aerodynamic benefit and as large as possible for 
structural and manufacturing benefit. Experience with aircraft design 
has shown that the fillet geometry at the juncture of a wing and fu
selage can have significant impact on the interference drag associated 
with the intersection of the two bodies [1]. The interference drag is 
that component of the drag of an assembled wing and fuselage which 
is greater than the sum of the drags of the two bodies, each measured 
separately. It seems reasonable to assume that an analogous effect 
may exist in a turbomachine which might influence the endwall losses. 
This paper examines the effect of a fillet placed in both acute and 
obtuse corners. Since the fillet itself is represented by a series of short 
straight lines intersecting at an obtuse angle, the treatment of flow 
in an obtuse corner is particularly important to the development of 
the paper. Hence, it was thought that a short chronological presen
tation of past work in this subject would help clarify the assumptions 
inspired by these works. 

It is well known that, as early as the thirties, ad-hoc solutions were 
applied successfully by researchers in the aircraft industry to reduce 
interference drag. They consisted chiefly in providing a fillet of 
varying radius along the line where body and wing join. 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters December 10,1979. Paper No. 80-GT-41. 

Copies will be available until November 1980. 

Although to date, to the author's knowledge, no attempt has been 
made, even for the simple case of two plates forming a 90 deg corner, 
to analytically predict the impact of a fillet on the interference drag, 
some researchers have sought analytical solutions to the three-di
mensional corner flow. The first attempts addressed the problem of 
laminar flow in a 90 deg corner and were followed by analyses of tur
bulent flows in corners >90 deg. Carrier [2], then Sin-I-Cheng and 
Levy [3] obtained solutions for laminar flows using series solutions 
in cartesian and cylindrical coordinate systems. Bertotti [4] obtained 
a three-dimensional form of the momentum integral equation for both 
laminar and turbulent corner flows. Adopting Bertotti's method but 
using a power law for the velocity profile in the corner, Eichelbrenner 
[5] obtained explicit solutions for the corner boundary layer param
eters in the case of zero pressure gradients. In 1959, Gersten [6] pub
lished the results of an experimental investigation of corner flow in
terference effects, taking into account the influence of a pressure 
gradient. Gersten derived correlations between characteristic inter
ference parameters and the Reynolds number. Bragg [7] experi
mentally studied the turbulent flow in a 90 deg corner with and 
without pressure gradient. He used his measurements of velocities, 
wall shear stress and normal stresses, both in the three-dimensional 
momentum integral equations and in similarity analyses, to obtain 
correlations describing the flow over a narrow range of Reynolds 
numbers. 

Paradis [8] conducted an experimental study of 90 deg corner flows 
to verify the validity of Eichelbrenner's theory and found that the 
observed velocity profile in the corner differed significantly from that 
obtained using a power law assumption. This divergence was attrib
uted by Paradis to the presence of secondary flows in the corner. Ei
chelbrenner and Toan [9] jointly published a theoretical explanation 
of the secondary flow pattern in the 90 deg corner. 

Zamir [10] contested the validity of the boundary layer equations 
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in a 90 deg corner on account of the streamsurfaces high curvature 
in this region. His use of a general boundary layer based on a tensor 
model using a hyperbolic system of coordinates leads to a system of 
differential equations whose solution is difficult. 

Suter [11] obtained a theoretical estimation of a corner boundary 
layer growth for an axial compressor channel, under the combined 
influence of pressure gradients and secondary flows. The method 
followed is based on the integration of the two-dimensional boundary 
layer equations assumed valid for the corner, with the velocity profile 
represented by a power law. The results obtained in the absence of 
secondary flows and curvature are in agreement with Eichelbrenner's 
for the symmetrical case. 

Finally, Toan [12] published the results of an experimental inves
tigation of corner flows with and without pressure gradients and 
showed the discrepancy between these results and the solution of the 
integral momentum equation based on a velocity profile power law 
assumption. His study showed the total failure of the method of so
lution which neglects the influence of secondary flows on the primary 
flow pattern. Toan obtained a satisfactory correlation between the 
primary and secondary flows in the corner, using an orthogonal system 
of coordinates based on the isovels, in conjunction with the equations 
of motion. 

Thus, Toan's results seem to corroborate Zamir's observations and 
establish that boundary layer theory is not applicable to curvilinear 
boundary layers since in this case it is no longer valid to argue that 
velocity gradients normal to the surface are much larger than those 
parallel to it. 

In view of this, it appeared that any attempt to derive a correlation 
at least qualitatively establishing the influence of introducing a fillet 
on the development of the corner flow would have to use hypotheses 
for the primary flow velocity justified by experimental results such 
as Toan's, as well as corner flow parameters whether directly ob
tainable from experimental data or resulting from a modification of 
the corner flow configuration by-passing Zamir's objections. 

From the review of published works it appears that the failure of 
former theoretical attempts to predict corner flow parameters in 
agreement with experimental observations may be attributed to both 
the three-dimensional nature of the corner boundary layer and to the 
strong curvature of the steamsurfaces in this region. Also, the com
parative study of experimental and theoretical investigations pub
lished to date on this subject indicates the possibility of a compromise 
between an exact treatment of the three-dimensional corner flow and 
the usual approach to two-dimensional boundary layer problems. 
Essentially, this compromise utilizes experimental results establishing 
a relationship between the characteristics of the free flow and the 
extent of the three-dimensional corner zone. This relationship is then 
called upon to generate a hypothesis for the form of the three-di
mensional boundary layer velocity. The latter is then used in the usual 

Fig. 1 Theoretical model of 90 deg corner flow 

integration procedures which yield parameters of interest in the 
prediction of flow separation in the corner. For a right dihedral, ex
perimental data is available to verify the accuracy of these parameters 
for an extended range of Reynolds numbers and pressure gradients. 
For obtuse dihedrals, such data are unavailable. However, the ex
tension of the hypothesis for primary flow velocity in 90 deg corners 
to dihedrals >150 deg proceeds on fairly safe grounds since the nature 
of the corner flow becomes asymptotically two-dimensional. 

Consequently, the development of three-dimensional corner flows 
in dihedrals >90 deg can be predicted and the interference parameters 
D 3 and 53 obtained. The combined effect of several dihedrals used in 
the approximation of a 90 deg corner fillet on the separation charac
teristics of the corner flow is then assessed. Finally, these results are 
applied in the evaluation of the adjunction of a fillet on the aerody
namic performance of a turbocompressor. 

A n a l y s i s 

The compromise between an exact treatment of the three-dimen
sional corner flow and the usual approach to two-dimensional 
boundary layer problems mentioned in the introduction is obtained 
through a modification of the familiar velocity power law, 

U_ 

Ue 

yy/n 

to) 
(l) 

for the two-dimensional boundary layer. The two-dimensional 
boundary layer thickness e0 is replaced by e which, as Fig. 1 indicates, 
is a function of both X and Z. 

^ N o m e n c l a t u r e . 

Cf = skin friction coefficient 
Cf3 = interference skin friction coefficient 
d = ratio of endwall to blade boundary layer 

thickness 
D\ = 90 deg corner total displacement area 
D 2 = 90 deg corner two-dimensional dis

placement area 

D 3 = D i - D 2 

DR1 = 90 deg corner total drag ' 
DR1 = 90 deg corner two-dimensional drag 
L = length of dihedral or stator channel 
n = inverse exponent in power law for pri

mary velocity profile 
p = pressure 
r = fillet radius 
s = distance measured along channel 

streamline 

U = primary flow velocity in boundary 
layer 

Uo = free stream inlet velocity 
X, Y = coordinates on floor and side-wall 

respectively 
Z — coordinate parallel to the corner apex 
Xc = coordinates of intersection of bisector 

with corner boundary layer surface 
a = supplementary angle of dihedral (Fig. 

7) 
/8 = parameter governing the inclination of 

isovels to the wall (Fig. 2) 
<5, 81 = extent in the X, Y directions of the 

three-dimensional flow in the corner 
5i = displacement thickness 
b% = momentum thickness 
83 = interference displacement thickness {a 

= 90 deg) 

e = boundary layer thickness 
r\ - distance from stator endwall stream

line 
v = Kinematic viscosity 
p = density of fluid 
^ 1 , ^2 = streamfunctions, reference [11] 

Subscripts 

c = in the corner 

e = in potential flow 
0 = in two-dimensional region 

dF 
(F)x = ~ = derivative of function F with 

OX 

respect to the variable X 

Superscr ipts 

' (prime) = in dihedral ^ 90 deg 
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0 •- 1.0 

• - - 0 = 2.3 
-EXPERIMENT 

V 

Fig. 2 Distribution of isovels at dihedral station Z for zero pressure gradient 
from Toan [ 12] 

Bertotti and Eichelbrenner derived a relationship between eo, e, X 
and 5 from the requirements of continuity of the primary flow velocity 
on the corner bisector expressed as 

: €o(S/X) (2) 

Toan observed a significant discrepancy between the shape of the 
isovels obtained from (2) and that obtained from experimental 
measurements of the velocity (Fig. 2). Furthermore, Toan noticed that 
for a significant range of pressure gradients an approximate agreement 
could be restored between the isovels given by a modified version of 
(2) and those experimentally obtained. The modified version could 
be written 

; eo(8/X)Vl> (3) 

with (3 assuming appropriate values for the pressure gradients 
chosen. 

Hence, in analogy with (1), a tentative form for the three-dimen
sional boundary layer velocity could be introduced as 

tmr 
with n obtained from the two-dimensional boundary layer parameters 
5i and d2: 

h __ (2 + re) 

<?2 n 

Nonetheless, the appropriate values of/5 can be obtained only is 5 is 
known. This is obvious when, using (4), the momentum equation 
describing the net influence of the corner is integrated to yield the 
correlation obtained by Toan: 

f3(n + l)(re + 2) 

' 2n/3 

j 8 + l 
+ 1 

13+1 •+2 

U+fi 
(0-D 

(6) 

This correlation is reproduced from [12] in Fig. 3. 
Toan used his experimental values of (S/eo to obtain /} for the corre
sponding n. 

It remains to show that (4) holds when used in the derivation of 
three-dimensional boundary layer parameters such as the displace
ment and momentum thickness. These parameters were calculated 
by Gersten [6] for the 90 deg corner three-dimensional flow using an 
experimentally obtained velocity distribution. 

They were used, directly, to determine interference parameters 
which, in turn, supplied useful information on the inception of sep
aration in the corner. 

In the following section, definitions of interference parameters, by 
Gersten, relevant to the development of this paper, are presented. 
Also, the interference skin friction coefficient and the interference 
displacement thickness are obtained analytically, using (4) and 
compared with Gersten's results. 

Evaluation of Corner Interference Displacement Thickness 
and Friction Coefficient Using Toan's Assumptions, and Com-

4.5 

4 . 0 

3.5 

. o 

m 3.0 

2.5 

2.0 

1.5 

1.0 

k 

4 

^ 
^ 

/ n ; 2 

n= 3 

n = 5 

/ n = 9 

m 
1 2 3 4 5 6 

Fig. 3 Relation between (S, n and 5/e0 

parison with Gersten's Results. For the theoretical model shown 
in Fig. 1, values of the interference thickness and friction coefficient 
are derived, using (4) and Toan's experimental observation that 5/eo 
is fairly insensitive to moderate changes in re and remains m 2. In the 
subsequent analysis, all lengths and velocities are nondimensionalized 
with respect to L, the length of the plates, and f/o, the free stream 
velocity at the plates leading edge. Flow symmetry about the bisector 
allows one to write for the displacement area D\ pertaining to region 
OABCDOofFig. 1, 

'Y_IX\Uf>\Un 

s;J" 
(5) Di = 2 J -'Xc fX 

0 Jo 
dYdX 

^x)1"1 Y_ixy/f>\vn 
dYdX (7) 

where use has been made of (4) and Ue is the flow velocity at the edge 
of the boundary layer. 

Upon integration of (7), the following expression for the corner 
displacement area is obtained: 

XC2 n2fi tQ-Vn Z-Unfl Xc(mn+l) + l)lnf> 

2 (n+1) (1 + /3(2n + 1)) 
Di 

8W-iW - Xc(D-»m (8) 
l(j8 - l)(n + 1 ) / ' ' 

The interference displacement area D3 is obtained by subtracting 
from Di the displacement area £>2 associated with the two-dimen
sional flow. The latter can be expressed as 

D2 2 r c 
Jo Jo 

1 -
y y/n 
(0) . 

+ 

dYdX 

Jio Jo [ \eol 
dYdX], (9) 

where Ue(Y/e0)
1/n = U is the two-dimensional flow boundary layer 

velocity. Integration of (9) gives: 

D2 

2e08 €0 
(10) 

(1 + re) (2re + 1) 

Hence, D3 = D t — D2. 
With the remarks made earlier for the calculation of the interfer 
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ence displacement area, the total drag for region OABCDO of Fig. 1 
can be expressed as: 

DR1 r*c r* (\Y lX\U0\Un 

pf/o2 = 2 CXc C 
Jo Jo 

y f f l w 
eoUl . 

2/n 

+ 2 Jxc Jo 

1/0 

oUJ . 
5o(e/X)i/c 

d F d X 

jypo 
lk>UJ 

Yp( 
LI 8 

i/3' 

A1/3 

1 1 

1/n 

2/n' 
dYdX (11) 

Performing the integration gives: 

DR1 _ 2ra2/?f0-i/«5-i/«/'Xc(
1+'J(2n+1W"/5 

pt / 0
2 ~ (n+ 1) (/3(2n + 1) + 1) 

n2j3eo~2/n&~2/nliXc Hi+m+nWnfi 

(2 + re)(l + /3(l + rc)) 

2/360817*5" 
(12) 

(13) 

,(/3 - l)(ra + l)(n + 2)J 

The total drag for the corresponding two-dimensional flow is: 

DR2 2ne08 

pU0
2 ~ (1 + n)(2 + n)' 

The values of £o> 8, Xc, n and /3 required to obtain numerical values 
for equations (8, 10, 12) and (13) are derived next from two-dimen
sional flow theory and (6). From two-dimensional flow theory, the 
momentum thickness 82 for the incompressible, turbulent, two-
dimensional boundary layer is obtained from the momentum integral 
equation 

lUeb; 1/4 
0.016 Ue~ 

\ v I Jo 

given in [13]. Introduction of the Euler number 

L dp 

Ue4dZ (14) 

E u = - -

in this equation yields 

•• 0.0087 Re~1 /5 

pU0
2 dX 

(8EU2Z3 + 12EUZ2 + 6Z)4^ 
(15) 

(1 + 2EUZ)1-7 

This analysis is concerned with null and adverse pressure gradients 
which are identified by the Euler numbers 0, —0.1, —0.18, and -0.25. 

The corresponding value of the parameter n results from equation 
(5). r5i, the displacement thickness, is obtained from 

^ = ^ / 2 ( E U ) , 
5VRe 

where/2 (EU) is a function relating the displacement thickness to the 
Euler number for the two-dimensional flow [6]. Therefore, 60 is 
simply: 

£o : 
(n + l)(ra + 2) 

82. 

Values of these parameters calculated for air at Z = L and Re = 106 

are entered in Table 1. Xc is directly obtained from (3), if it is assumed 
that 5/f0 = 2. 

It is appropriate, at this point, to introduce some of Gersten's def
initions [6] which will be used in deriving expressions for the inter
ference skin friction coefficient and interference displacement 
thickness to be compared with his experimental results. Referring to 
Fig. 4, the triangle cde represents the interference displacement area 
Dz, &s, the height of this triangle, defines the interference displace
ment thickness 83 = \/TJs. 

Referring next to Fig. 5, the difference in total skin friction between 
configurations (a) and (b) is designated by 

DR3 = DRl -DR2 

so that the interference skin friction c/3 is expressed as 

C,s = 2DR3/(pUo2L2). 

The values of 83 and Cp> obtained from (8,10,12) and (13) for Re = 
106 and the Euler numbers chosen are entered in Table 2 with Ger
sten's experimental results. 

It may be seen that the agreement is quite satisfactory and therefore 
justifies the use of (4) for the specific purpose of obtaining S3. The 
interest in 83 stems from the fact that, in analogy with two-dimen
sional boundary layer flow, Gersten, experimentally, derived a rela
tionship between this parameter and the Euler numbers which, for 
given Reynolds numbers, determine separation in the 90 corner. This 
is shown in Fig. 6. 

Thus, within the domain assigned to the role of (4) in the present 
analysis, its usefulness, on the basis of the preceding results, may be 
safely assumed when a takes values <90 deg. This assertion is, of 
course, based on the observation that the decrease in a induces a 
concomitant change of the three-dimensional corner flow toward 
two-dimensional behavior. The following section concerns the im-

(a) 

Fig. 4 Displacement of the boundary layer in a 90 deg corner [6] (a) curves 
of constant velocity for the real flow pattern (b) simplified flow pattern having 
the same displacement area as the real flow pattern 

Fig. 5 Skin friction for flow in 90 deg corner from [6] (a) flow over two flat 
plates with corner interference (b) flow over two flat plates without corner 
interference 

Table 1 Table 2 

EU 

0 . 

- . 1 

- . 1 8 

- . 2 5 

6 2 

. 0 0 2 3 

.0029 

.0036 

.0049 

h 

1 

1 .303 

1 .91 

2 . 7 5 

6 1 

.0032 

.00/, 2 

. 0 0 6 3 

.009 

HI 2 

1.4 

1 .49 

1.72 

1 .85 

n 

5 

4 . 3 2 

2 . 9 1 

2 . 3 5 

e 
0 

.019 

.0216 

.024 

. 0 3 0 3 

'B 

2 

1.8 

1.2 

1.0 

EU 

0. 

0 . 

- . 1 

- . 1 8 

n 

7 

5 

4.32 

2.91 

B 

1 

2 

1.8 

1.2 

6 3 

.0108 

.00716 

.0091 

.0134 

S3 
(GERSTEN) 

.007 

^ 
.0084 

.0131 

C f 3 

.43 X lo"" 

C f 3 
(GERSTEN) 

.36 X 10_i* 

% 
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plications of this remark with respect to the derivation of ^3 for obtuse 
dihedrals, for the Euler numbers already considered. 

Extension to a Corner ^ 90 deg. The good agreement between 
analytically derived results and the values obtained experimentally 
by Gersten for ^3 and C/3 would seem to authorize the application of 
the assumptions made for the 90 deg corner flow to the case where a 
5̂  90 deg. Unfortunately, to our knowledge, experimental data have 
yet to be published for this case. The immediate consequence is the 
impossibility of establishing a relationship between j3 and n for a ^ 
90 deg since <S/e0 is now unknown. 

Nonetheless, it must be emphasized that, as a decreases, the cur
vature of the streamsurfaces in the corner decreases also and conse
quently the main objection to using the integral momentum equation 
in the corner may be lifted. Also, it might be surmised that, as a de
creases significantly, /3 must differ little from 1 since the behavior of 
the corner flow comes closer to being two-dimensional. Equation (3) 
was initially derived by Bertotti and Eichelbrenner for the general 
case of dihedrals as 

b\y 

where 

7 : 

"*£ 

( 1 — COSQf) 

(16) 

(1 + cosa) 

Applying Toan's correction to (16) gives 

lb\y/D 
€ = £0 

X, 

Reynolds Number, Re = 

Fig. 6 Interference displacement thickness of turbulent boundary layer in 

convergent or divergent flow along a corner [6] 

Consequently, the three-dimensional boundary layer velocity for 
dihedrals >90 deg is written: 

U_ l/ra 
(17) 

Y_ IX\y/f>] 

.M 
The procedure followed in the derivation of (6) for a = 90 deg is ob
served, using (17), with the integration carried over the area OABCDO 
of Fig. 7. 
Thus, the following correlation between S, /3, 7 and n is obtained: 

n ( 7 - / 3 ) ( 3 / ? ( « + l ) + 7 ( n + 3 ) h 

5_ 

£0 

2 + -
(2n/l + 0 + y)(nP + 0 + y) 

2yip 

(T+/3//S-7) 

Tan (a/2). (18) 

Equation (18) is plotted in Fig. 8 for several values of gi. 
It may be seen from this figure that for a < 30 deg and hence j3 =a 

1, the ratio 5/eo conserves the approximate value of 2 experimentally 
observed for a = 90 deg. Therefore, letting /3 = 1, the integral mo
mentum equation describing the net influence of the corner 

X -IdYdX -25 C 
•Jo 

k'uMS. 

<o U \' 
— ldY\ 
Ue x 

IdYdX-28 X IdY 

IdYdX• X 
0 

0 U. 
7 d y = 0 (19) 

is numerically integrated, using (17) with / = (1 — U/Ue), and where 
Xc indicates integration over the area OABCDO of Fig. 6. The values 
of & obtained from (19) are listed in Tables 3 and 4 for a = 22°5 and 

— 

A 
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— 
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a 
a 

— 

= 
= 

n • 
n = 
n = 
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45° 
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7 

91 

S ( z ) -
J 1 

Fig. 7 Theoretical model of corner flow a 7^ 90 deg Fig. 8 Relation between (5/f0, (3 and n for a < 90 deg 
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Table 3 ( a = 22.5 deg) Table 4 (a =11.25 deg) 

EU 

0 

-.1 

-.18 

-.25 

n 

5 

4.32 

2.91 

2.35 

<5 

.0397 

.0415 

.0418 

.0420 

63 

.00128 

.00148 

.00177 

Cf3 

.39X10 ' 

11°25. As for the case where a = 90 deg 5 exhibits little sensitivity to 
variations in the Euler number. -

In analogy with the procedure followed for a = 90 deg, equations 
(7, 9) and (11) are used, in conjunction with (17) to calculate, for the 
region OABCDO of Fig. 7, the total displacement area D\', 

Di ' = Xc
2 cot a/2 -

+ 

(n+ l)(2n + 1 + 7 

2e08~> 
(5<i-7) -xc^-y)) (20) 

1(1 - y)(n + 1)1 

the displacement area D%, associated with the two-dimensional 
flow, 

D 2 ' = eo2 Tan a/2 
2re 

- 1 
n + l' 

(21) 
[(n + l)(2ra + 1) 

the interference displacement area, D3', 

Da = D\ - D'2, 

the interference displacement thickness 83', defined in Fig. 9 

S3' = U V Tan (a/2))1/2 (22) 

and the interference friction coefficient, C/3, 

C, 3 = 4 
ra2[cot (a/2)]("+1)/" 

[n+ l ) ( 2 n + I + 7) 
C 0 - l / n « - 7 / " 

x X (T+2n+l)/n_ 
n2[cot(a/2)]<2+"»'''' 

2(2 + n)(7 + 1 + ra) 
X e0~2/ng-27/n;f(;2(7+H-/i)/n 

eo<5 
• ( 5 i X c ^ - e o S 

( n + l ) ( « + 2 ) l ( l - 7 ) 

Tables 3 and 4 list values of 83' obtained for null and adverse 
pressure gradients with a = 22°5 and 11°25. Also, values of Cp' ob
tained for zero pressure gradient. 

Introducing a Fillet in the 90 deg Corner. Given the difficulties 
encountered when attempting to obtain 90 deg corner boundary layer 
parameters using the integral momentum equations, the adjunction 
of a fillet, with the associated complexity bestowed on the corner flow 
seems to forbid a direct analytical approach. Consequently, the effect 
of introducing a fillet in the 90 deg corner on the interference dis
placement thickness, and hence on the initiation of corner flow sep
aration, will be evaluated using a polyhedral approximation for the 
fillet of radius r. Through this approach, the results obtained for the 
corner flow with a < 30 deg may, in principle, be used directly since 
the fillet is represented by four or eight corners whose interference 
displacement area is known. 

The definition of interference displacement thickness will be 
consistent with that adopted for the 90 deg corner without fillet. It 
is represented in Fig. 10 as the height of segment EFG whose area is 
the interference displacement area for the corner. 
Thus, the definition of interference displacement thickness limits the 
value of the minimum fillet radius to twice the two-dimensional dis
placement thickness, while the desirability of duplicating a fully de
veloped flow for each corner used in the approximation makes the 
choice of a minimum fillet radius yielding 8, as obtained from (19), 
preferable (Fig. 11). 

EU 

0 

-.1 

-.15 

n 

5 

4.32 

3.23 

& 

.0685 

.0715 

.0707 

• 6 3 

.00063 

.00073 

.00081 . 

i 

Cf3 

.22 X10 7 

Fig. 9 Simplified flow pattern showing same displacement area as real flow 
pattern 

FILLET 

Fig. 10 Simplified flow pattern showing same displacement area as real flow 
pattern 

Fig. 11 Polyhedral approximation of corner fillet 
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However, it may be argued that most of the interference displace
ment is generated deep in the corner where the secondary vortices 
occur and that the interference of secondary flows from two adjacent 
corners occuring at a distance 8l < 8 from the corners produces 
roughly the amount of interference displacement normally obtained 
with a fully developed flow over the length 5 — 81. Nonetheless, for 
25i < r < eo, it seems likely that the interference displacement area 
generated will be the result of a combination of the 90 deg corner and 
fillet influences and that the values obtained with r taken within this 
interval are somewhat arbitrary and could be expected to be rather 
higher. 

Table 5 lists values of 53 corresponding to a fillet radius equal to 
multiples of £o using four corners for the approximation. The value 
of 63 listed last for each Euler number corresponds to 

r = 5/tan(a/2), 

where <5 is obtained from (19). 
Table 6 lists values of 8$ obtained when eight corners are used to 

approximate the fillet. 
Comparison of results listed in Tables 5 and 6 shows that a four 

corner approximation to the fillet radius is sufficient. It also indicates 
the effectiveness of a fillet radius close to r = e0 on the interference 
displacement thickness. This is better shown in Fig. 12 which illus
trates the drastic decrease of displacement thickness when a fillet is 
provided in the 90 deg corner. Accordingly, corner flow separation is 
avoided for the turbulent flow with a constant, adverse pressure 
gradient considered here when a fillet radius amounting to only a 
fraction of the two-dimensional boundary layer thickness is pro
vided. 

Application to Turbocompressor Blade Row. A somewhat 
simplified version of the flow of gases in a typical turbocompressor 

Table 5 (a = 22.5 deg) 

r 

£o 

2e0 

3e0 

4e0 

5e0 

6e0 

7e0 

8 E 0 

9e„ 

«3 
(EU=0) 

.0027 

.0021 

.0018 

.0016 

.0015 

.0014 

.0013 

.0012 

.0011 

«3 
(EU=-.l) 

.0033 

.0024 

.0021 

.0019 

.0017 

.0016 

.0015 

.0014 

.00134 

«3 
(EU=-.18) 

.0041 

.003 

.0026 

.0023 

.0021 

.002 

.0017 

Table 6 (a = 11.25 deg) 

r 

2e0 

3E 0 

4e0 

5e0 

6e0 

«3 
(EU=0) 

.002 

.00173 

.00156 

.00143 

.00133 

«3 
( E U - . l ) 

.00238 

.00204 

.00183 

.00169 

.0016 
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is now considered. To obtain a rough estimate of the influence of a 
corner fillet on an expected corner flow separation, secondary flow 
in the channel is initially neglected so that the thickening of the corner 
boundary layer is solely attributed to the growth of the secondary 
vortex. The additional effect of secondary flow present in any curved 
channel can be accounted for and its impact on the rate of growth of 
the corner boundary layer combined with that of the secondary vortex. 
This is shown in Suter's paper [11] where equation (25) of the present 
analysis assumes a form reflecting this effect. Thus, the essential 
differences between the compressor channel corner flow and the 90 
deg corner flow treated previously involve the changes from a sym
metrical to an unsymmetrical corner flow and from a constant to a 
variable pressure gradient. This type of flow was studied by Suter [11], 
assuming a constant shape factor H12 and friction coefficient so that 
separation in the channel could not be monitored. 

In the present analysis, the development of the two-dimensional 
channel flow with variable pressure gradient is obtained from the si
multaneous calculation of the momentum displacement thickness 
<52 using Truckenbrodt's quadrature [13], and the friction coefficient 
C,: 

Cf = 0.013/(£/e<52/")1/6. (23) 

The shape factor H12 is then obtained from Garner's equation [13] 
and used in evaluating n along the corner according to the relation
ship 

n 

The channel potential flow velocity Ue is expressed as: 

Ue = iAi(s) + to(s)v (24) 

where s is the distance measured along a streamline and r/ the distance 
from the mid-channel streamline referenced by T\ = 0. 

The strongly unsymmetrical corner flow is schematically repre
sented in Fig. 13. The ratio of the extent of the corner zone influence 
normal to the endwall to that normal to the blade surface is assumed 
to be approximately the same as that of the boundary layer thick
nesses on the endwall and blade surfaces. Thus, a single parameter 
(5C for the extent of the corner zone influence may be obtained through 
integration of the integral momentum equation and, in turn, the 
corner boundary layer parameters. 

The interference displacement thickness can then be evaluated 
along the intersection of the blade and endwall using the method 
described for the 90 deg corner flow, and Fig. 14 used to determine 
the fillet radius required to prevent separation. The following example 

/ / / / / / ENTIRELY SEPARATED 

Fig. 12 Variation of interference displacement thickness with fillet radius 
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blade boundary layer thicknesses. The interference displacement 
thicknesses along the corner is then obtained as: 

SUCTION SIDE 

Fig. 13 Schematic representation of unsymmetrical corner flow 

Fig. 14 Percent drop in S3/L versus fillet radius 

will illustrate the procedure, using data typical for a high performance 
turbocompressor stator row. 

Procedure and Numerical Example. The estimation of a fillet 
radius preventing separation in the corner formed by the intersection 
of the stator blade and endwall of a turbocompressor may be obtained 
as follows: the given data include the channel dimensions, the Reyn
olds number Re, the meridional velocity (assumed constant), the 
channel entrance and exit tangential velocities, and the initial mo
mentum thickness. From these, the potential flow velocity distribu
tion may be obtained (24 [11]) as well as the pressure gradient. The 
momentum thickness is then calculated simultaneously with the 
friction coefficient and the shape factor ff 12, using Truckenbrodt's 
quadrature, [13], and Garner's equation. 

The calculation of the corner boundary layer parameters is carried 
out using the following equation from reference [11]: 

82c (n3 + In2 + 12n + 4) 
[Uec)s 

Ue, n2(3 +'2n) 

, 2(n + l) 

(3 + 2ra) 2 

ld + 

\ d 
(25) 

(1 + 2n)oc
2 

1(1+ n)2 4 (1 + n)\ 2 1, 

1/2 

(26) 

where Uec is the potential flow velocity in the corner, 82c the mo
mentum thickness in the corner, and d, the ratio of the endwall and 

The value of r required to lower the maximum value of 83/L in the 
corner to or just below that indicated in Fig. 12 as separation in the 
corner is obtained from Fig. 14 where the percent drop in S3/L versus 
r is given for the range of Euler numbers of interest. 

By way of example, Fig. 15 contains the complete calculation for 
the suction and pressure side corners of a compressor stator blade row 
using the following data: Channel width = 2.54 cm (1 in.); Re = 106; 
initial momentum thickness <52 = 0.003683 cm (0.00145 in.); H12 = 
1.47; meridional velocity = 233.78 m/s (767 ft/s); initial tangential 
velocity = 195.68 m/s (642 ft/s); exit tangential velocity = 5.18 m/s 
(17 ft/s). 

For this case, the maximum value of 83/L in the pressure corner is 
approximately 0.085 at X/L = 0.55 so that the drop in interference 
displacement thickness required to match the value of 0.011 repre
senting separation in the corner in Fig. 12 is 87 percent. Choosing the 
Euler number in the neighborhood of the highest values obtained in 
the pressure corner, let EU = —0.2. Hence, as indicated in Fig. 14, a 
fillet radius of 6 eo would prevent separation. 

£0 is directly obtained from 82 through the relationship: 

(n + l )(n + 2) ' 
«o = 81 

n 

since n is known from H12. In this example, at X/L = 0.55, H12 = 
1.96, n = 2.08, 52 = 0.01854 cm (.0073 in.) and c0 = 0.111 cm(0.0438 
in.) whence r = 0.67 cm (0.264 in.). 

Conclusion 
The foregoing study has demonstrated the adequacy of Toan's 

assumptions regarding the modifications of the power law velocity 
when applied to the 90 deg corner boundary layer insofar as the esti
mation of the interference displacement thickness is concerned. This 
agreement is maintained as adverse pressure gradients are imposed 
on the corner flow. It must be emphasized that this agreement was 
obtained using experimental values of 8/eo- These results constitute 
the foundation for the extension to the case when a < 90 deg, for a 
sufficiently small so that the main objection to the application of the 
momentum integral equation to the corner boundary layer may be 
lifted. The corner boundary layer parameters may thus be obtained 
analytically and the interference displacement thicknesses evaluated 
with some measure of credibility. 

Finally, a qualitative study of the effect of introducing a fillet in 
the 90 deg corner was attempted, applying the results obtained for 
corner flows with a < 30 deg to a polyhedral approximation of the 
fillet. 

The necessity of defining an interference displacement area and 
thickness for this case in analogy with Gersten's definitions for a 90 
deg corner without fillet, coupled with the desirability of obtaining 
a fully expanded flow for every corner used in the approximation, 
limits the minimum fillet radius to 2 8\. With values of the interference 
displacement thickness interpolated for 0 < r < 2 8\, the plots of 83 
versus r (Fig. 12) qualitatively illustrate the drastic reduction of 
separation probability in the corner when a fillet is provided. 

Application of these results to a turbocompressor channel flow is 
seen to be straightforward, and it may be added that the inclusion of 
secondary flows generated on the endwall and blade surface could be 
easily included in the calculation of the interference thicknesses. 

Since the calculation of 83/L as a function of r is based on the in
terference displacement area generated by the corner flow in a dihe
dral, the value of r necessary to prevent separation at X/L where 83/L 
is maximum should be maintained constant for a considerable dis
tance upstream of this point. Downstream, r may be calculated locally 
according to the procedure described in the example so that an ade
quate fillet radius profile could be represented by Fig. 15(/). 

In the case of a blade row, this requirement may be tempered by 
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Fig. 15(a) Potential flow velocity in suction and pressure corners 
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Fig. 15(d) Corner momentum displacement thickness on pressure and 
suction sides 

Fig. 15(6) Momentum displacement thickness on pressure and suction 
sides 

Fig. 15(e) Corner interference displacement thickness on pressure and 
suction sides 
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Fig. 15(0 Fillet radius profile versus dimensionless distance from leading 
Fig. 15(c) Shape parameter H12 on pressure and suction sides edge 
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other considerations, such as the desirability of maintaining a lower 
profile drag and the necessity of taking into account the variation of 
the local angle between blade and hub along the corner. Some un
published experiments have indicated that for low speed, moderately 
loaded airfoils, small fillets produce less loss than large ones if they 
are of constant radius around the full circumference of the airfoil. 
Because this is obviously contrary to boundary layer requirements, 
one might conclude that a small fillet near the leading edge is desir
able, transitioning to a larger radius as one moves downstream. The 
optimum channel configuration design may result in the local angle 
between hub and blade varying from acute to obtuse values or vice 
versa. As ct becomes smaller than 90 deg the foregoing study indicates 
that 83/L decreases and hence r. For a assuming values greater than 
90 deg, the study of turbulent flow in triangular ducts given in refer
ence [14] indicates a complete similarity of corner flow phenomena 
(wall shear stress, corner vortices) with square ducts and it may be 
safely surmized that the enhancement of corner vortices in this case 
will result in larger values of 63/L and hence of the fillet radius nec
essary to prevent corner separation. 
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Arrays of Impinging Jets with Spent 
Fluid Remowal through Vent Holes 
on the Target Surface 
Part 1: Average Heat Transfer 

Measurements of average convectiue heat transfer are reported for square arrays of im
pinging air jets. The target plate on which the jets impinge is perforated so that spent air 
is withdrawn through the plate rather than at one or more edges of the array, as is usually 
the case in such investigations. Jet holes and vent holes had the same diameters, but the 
spacing of the jet holes was twice that of the vent holes. This information is especially 
relevent to the design of hybrid cooling configurations, in which a surface is cooled by the 
combined mechanisms of impingement and transpiration. Tests were conducted for both 
inline arrangements (with a vent hole opposite each jet orifice) and for staggered arrange
ments; and the latter always yielded higher average heat transfer. The degradation of per
formance of inline arrays was most pronounced when the clearance between the jet orifice 
plate and the target plate was small. Under these conditions, a significant portion of each 
jet flows directly out through the opposing vent without "scrubbing" the target surface. 
Arrays with staggered vent holes yield heat transfer rates consistently higher (sometimes 
by as much as 35 percent) than the same jet array with edge venting. The authors attrib
ute the superior performance of the former geometry to high local heat transfer due to 
boundary layer suction in the vicinities of the vent holes. 

Introduction 
Impinging jets have found a large number of applications where 

high rates of convective heat (or mass) transfer are required. These 
include the heat treating of some metals, the tempering of glass, the 
drying of paper stock, and the cooling of electronics components and 
critical parts of the hot sections of high performance gas turbine en
gines. Such systems have also been given recent consideration as a 
means to improve heat transfer between solid surfaces and the 
working fluid in solar collectors. In the broader sense, all heat transfer 
"augmentation" techniques have gained importance owing to their 
potential for improving the efficiency of energy systems and thereby 
aiding in the energy conservation effort. 

It is well known that the thermodynamic efficiency of a gas turbine 
engine is increased by raising the turbine inlet (i.e., combustor dis
charge) temperature. Temperatures approaching 3000CF (1650°C) 
are not uncommon in state-of-the-art engines. At such operating 
temperatures, it becomes necessary to cool the combustor and the first 
stages of the turbine using air bled from the engine's compressor. Of 
course, diverting air for cooling purposes has the effect of reducing 
engine efficiency—hence it is mandatory to develop schemes which 
provide maximum thermal protection while using a minimal flow of 
coolant. A "hybrid" cooling scheme (see Fig. 1) uses the combined 
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Fig. 1 Hybrid cooling system 

mechanisms of impingement, transpiration, and film cooling to 
achieve this end. The spent impingement fluid is vented through 
passages in the target surface into the hot gas to achieve additional 
cooling benefit. 

Previous experiments [1-3] have shown the impingement-side 
convection coefficient to be very sensitive to the flow field adjacent 
to the impingement surface; and the nature of this flow is strongly 
influenced by the manner in which spent air is withdrawn after im
pingement. Most of these impingement studies have dealt with ar
rangements where the spent air was removed along one or more edges 
of the array rather than through vent holes on the target surface itself. 
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Table 1 Test variables 

jet orifice diameter1 

jet Reynolds number 
jet Prandtl number 

nondimensional jet-to-jet 
spacing 
nondimensional spacing between 
jet orifice plate and target plate 

d 5.0 mm and 2.5 mm 
Re 3000 to 35,000 
Pr 0.72 (air near room 
temperature) 
X 5, 10, 15, 20 

Z 1 to X 

1 Nominal diameters are 5.0 and 2.5 mm. Actual diameters are 5.08 and 2.54 
mm. 

Hence, it is apparent that data obtained from these investigations may 
not be applied to the design of a hybrid system, with its unique mode 
of spent air removal. In fact, the current study was initiated to gen
erate impingement-side heat transfer information which could be 
applied specifically to such systems. More precisely, the objectives 
were: 

1 to measure average convective heat transfer coefficients, and 
2 to measure local heat transfer coefficients, and use flow visu

alization and integral techniques to relate the details of the heat 
transfer distribution to the fluid dynamics of such configura
tions. 

This paper reports the results of the first phase of the study (average 
heat transfer measurements), and the results of the second portion 
of the work will be reported in a subsequent paper. 

Average heat transfer coefficients were measured while varying the 
independent test variables over ranges generally appropriate to gas 
turbine cooling applications. The appropriate set of dimensionless 
variables which incorporate coolant flow rate, system geometry, and 
fluid properties for impingement situations is well known; the rela
tionship between the average convection heat transfer coefficient and 
these variables is of the form 

—— ,. vent hole size \ 
Nu = / | R e , P r , X , Z , 

and placement/ 
(1) 

where the variables are defined in the Nomenclature section, and the 
term "vent hole size and placement" will be discussed in some detail 
in following paragraphs. The ranges over which test parameters were 
varied are summarized in Table 1, and the total test program con
tained in the neighborhood of 200 test points. Jets are formed by 4 
X 4 square arrays of round orifices drilled into a flat surface which is 
oriented parallel to the target plate. The orifices are square-edged with 
length/diameter = 1.0; they were flow-calibrated and found to have 
a discharge coefficient of 0.80 over the range of flows used during the 
heat transfer tests. 

The ranges given in Table 1 correspond generally to those used by 
Hollworth and Berry [4] in an earlier heat transfer study in which 
spent air was vented along all four edges of a 4 X 4 array of jets which 
impinged on a solid target surface. One exception is that the current 
study includes data at a jet spacing of X = 5. This spacing is used in 
practical applications, but was not included in the first investigation 
which was restricted to measuring heat transfer for arrays having large 
jet-to-jet spacing (X > 10). It was anticipated from the results of the 
earlier study that there is no appreciable jet diameter effect. There
fore, the bulk of the heat transfer measurements are made using d = 
5.0 mm. The smaller holes (d = 2.5 mm) are used primarily to generate 
data at the lowest Reynolds number (Re = 3000). For the ranges of 
Re and d given in Table 1, jet exit velocities never exceed 150 m/s. 
Hence, it may be presumed that compressibility effects are small. 
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Fig. 2 Vent hole configurations 

It remains to discuss the geometry of the matrix of vent holes. These 
correspond to the transpiration passages in the hybrid cooling system 
of Fig. 1. There are, of course, an unlimited number of choices for the 
diameters of these holes, their spacing, and their locations relative 
to the jet holes. In order to keep variations at a manageable level, it 
was established that a good representative vent geometry would 
be: 

holes: round, with same nominal diameter as • 
jet orifices 

array: square 
spacing: half that of jet orifices 

placement: (a) directly in-line with jet orifices 
(b) staggered relative to jet orifices 

Fig. 2 shows the two basic (inline versus staggered) configurations 
which were tested. In all cases, there are 16 jets, therefore (nominally) 
64 vent holes. The smaller vent holes around the perimeter of the 
inline array serve to produce the same flow pattern which would exist 
in an array of infinite extent. 

It seems appropriate to offer some justification for this choice of 
vent geometry in terms of the performance of hybrid cooling config
urations to which the heat transfer data will be applied. It is assumed 
that the vents are circular and laid out in square arrays, as such con
figurations are most easily machined. In most gas turbine cooling 
systems, jet orifices and transpiration passages are roughly the same 
size, both having diameters in the neighborhood 0.2 to 1.0 mm. The 
same techniques (laser, electron beam, electric discharge, etc.) are 
available for microdrilling both types of holes. Moreover, all three 
modes of cooling tend to perform better as hole size is decreased— 
neglecting possible plugging of smaller passages by particulate matter 
carried by the air. It is logical, therefore, to use vent holes having the 
same nominal diameter as the jet orifices for this study. 

In hybrid cooling systems, the total available pressure differential 
([PO-PH] in Fig. 1) is usually 5-10 atmospheres. However, the largest 
part of the pressure drop must take place across the jet orifices. If the 
pressure difference across the transpiration plate ([PM~PH] hi Fig. 
1) is much more than 1 atmosphere (depending on hot gas velocity 
and density, break-out angle of film' cooling apertures, etc.), the film 
is virtually blown off the surface and thus provides little or no thermal 
protection. In order to induce the larger pressure drop across the jet 
orifice plate, this plate must be made less "porous" than the tran
spiration plate. If we restrict both plates to having round holes of the 
same diameter in square arrays, then the spacing of the jet holes must 
be greater than that of the vents. 

The spacing between vent holes was chosen to optimize perfor
mance of the film cooling portion of the cooling system. The optimum 

A = area of target plate, m2 

d = nominal diameter of jet orifices, mm 
E = voltage supplied to target plate heaters, 

volts 
G = coolant flow per unit area of target sur

face, kg/s-m2 

h = average impingement heat transfer 
coefficient, W/m2-°C 

/ = current supplied to target plate heaters, 

amps 
K = thermal conductivity of test fluid, W/ 

m-°C 
m = total coolant flow rate, kg/s 
Nu = average Nusselt number, hd/k 
Pr = Prandtl number 
q ~ rate of convective heat transfer, W 
Aq = heat transfer correction, W 
Re = jet Reynolds number 

To = jet plenum temperature 
Ts = target surface temperature 
X = center-to-center spacing of jet orifices 
X = X/d 
Z = normal distance between jet orifice plate 

and target plate 
Z = Z/d 
H = test fluid dynamic viscosity, Pa-s 
p = test fluid density, kg/m3 
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value of (jet hole spacing)/(vent hole spacing) was taken to be that 
one which yields a coolant injection velocity equal roughly to 1/2 the 
velocity of the hot gas stream, which is a fairly acceptable rule of 
thumb for gas turbine film cooling calculations. The resultant value 
of this ratio varies somewhat from one application to the next, de
pending upon the pressures and temperatures of the hot gas and the 
coolant, and the hot gas velocity. It was determined by the authors 
(see [5]) that the ratio varies between 1.5 and 2.5 for most engine 
conditions likely to be encountered. Hence, it was logical to choose 
a value of (jet spacing/vent spacing) = 2.0 for this investigation. 

Now that the diameter and spacing of the vent passages have been 
determined, it remains only to lay out the vent array relative to the 
jet array. The first, and most obvious, choice is to arrange them inline 
with one vent directly opposite each jet. It was expected that such an 
arrangement would not perform well at small Z, as the jets would be 
discharged directly through the opposing vents without first scrubbing 
the target surface. Anticipating this problem, tests are conducted also 
on configurations having vents staggered relative to the jets (see Pig. 
2) so that there is no vent opposite any jet orifice. 

Finally, it should be reiterated that, while this sort of impingement 
scheme is used as part of a hybrid system, this study includes no 
measurements associated with transpiration or film cooling. The three 
mechanisms are sufficiently uncoupled so that the design/analysis 
of a hybrid system may be carried out by treating the three separately 
and patching together the results. In fact, there exist extensive bodies 
of literature on film and transpiration cooling considered indepen
dently. 

E x p e r i m e n t a l A p p a r a t u s and P r o c e d u r e s 
The test system is shown in Fig. 3. It consists of an air delivery loop, 

a plenum with interchangeable jet orifice plates, and an electrically 
heated target plates on which the jets impinge. In fact, it is essentially 
the same rig used by Hollworth and Berry in the earlier impingement 
study cited above. The only noteworthy modifications are the fol
lowing: 

1 Target plates with vent holes were fabricated to replace the solid 
plates used in the earlier study. 

2 Side skirts were added between the jet plate and the target plate 
so that all spent air was constrained to exhaust through the vent 
holes. 

The air supply loop consists of a reciprocating air compressor 
(which supplies filtered and dried air at a pressure of approximately 
6 bars), along with equipment to control and measure air flow to the 
heat transfer rig. Air flow is modulated with hand-operated valves, 
and a pressure regulator maintains the pressure upstream of the test 
rig—and therefore the flow rate—constant during each test. Flow rate 
is measured with a bank of rotameters rated accurate to ±1 percent 
full scale. A safety valve in the supply line protects against over-
pressurizing the plenum. 

The jet plenum is an airtight box fabricated from aluminum plate. 
There are, in fact, two such plenums—a large one to accommodate 
larger jet array plates, and a smaller box for the smaller arrays. Both 
contain a baffle and a screen to insure that air is evenly distributed 
among the several jet orifices. Total temperature is measured with 
two iron-constrantan thermocouples in the plenum, and total pressure 
is measured with U-tube manometers. Interchangeable orifice plates 
are used to provide the eight jet arrays (two values of d, four values 
of X) indicated in Table 1. The standoff (Z) between the jet plate and 
target plate is set and maintained with wooden dowels at the four 
corners; they are located as far as possible from the vents to minimize 
interference with the flow. Four side skirts (made from 13-mm thick 
plexiglas) are used to prevent spent air from exhausting at the edges 
of the target surface. These are clamped tightly between the jet plate 
and target plate and all mating surfaces are made airtight using rubber 
gaskets. 

Jets impinge on a flat isothermal target consisting of a 6-mm thick 
copper plate heated by electrical heaters cemented to its back surface. 
There are two such target plates for each jet plate, one with an inline 
vent pattern and one with a staggered pattern, as shown in Fig. 2. The 
a-c power source is a Variac, and the rate of power delivered to the 

pressure 
gage' 

Fig. 3 Schematic of heat transfer rig 

plate is determined by measuring the voltage (E) and the current (I) 
in the heater circuit. The voltage is measured with a precision (±1/2 
percent) digital voltmeter, and the current is determined by mea
suring the voltage drop (using the same DVM) across a precision 0.01 
ohm resistor connected in series with the bank of resistive heaters. 
Each heater/plate assembly is insulated with 50 mm of foam insula
tion glued to its back surface, to minimize heat loss to the surround
ings. Holes, with the same diameter and locations as those in the target 
plate, are bored through the insulation to allow removal of spent air. 
Each copper plate is instrumented with at least five imbedded iron-
constantan thermocouples to measure the surface temperature, Ts. 
Details concerning the installation and locations of the thermocouples 
are given in [4]. 

When designing the test rig, the original intention was to use jet and 
vent holes having exactly the same diameters and shapes. It was later 
determined that the convective heat transfer inside the vent holes (a 
potential source of error in this experiment) could be reduced by re
lieving the downstream end of the vent holes (see Fig. 4) to produce 
what was essentially a sharp-edged orifice. The original shape had a 
discharge coefficient (Co) of 0.80, and subsequent flow calibrations 
indicated that the redesigned orifice had C / = 0.62 in the range of 
flows to be used in this program. In order that the test configuration 
with redesigned vents retain the same flow versus pressure drop 
characteristics as the original configuration, the vent diameters were 
increased slightly to compensate for the decrease in discharge coef
ficient. The adjusted vent hole diameters (d') were determined 
using 

-d 2 1.14d, (2) 

where d is the jet orifice diameter. The vent spacing is kept at exactly 
1/2 the jet spacing as originally proposed. For most target plates, the 
heaters were resistive elements laminated between two silicone rubber 
pads. However, for a few of the plates with small clearances between 
vents, narrow (approximately 3-mm wide) Nichrome strip heaters 
were used instead. 

The procedure for running each test was straightforward. Four 
spacers of the appropriate length (Z) were installed between the jet 
plates and vent plate,, the side skirts were attached, and the assembly 
was clamped tightly together. The cooling air was turned on and the 
flow rate adjusted to give the desired Re. At this point, the rig was 
checked for air leaks in the line between the flow meters and the 
plenum, past the skirts, etc. Electric power to the heaters was turned 
on and the Variac adjusted until the target plate temperature Ts was 
50°C above the plenum temperature To—which was equal essentially 
to room temperature for these tests. In a few cases, the Nichrome el
ements tended to overheat; it was necessary to hold the plate tem
perature 20-30° C above room temperature in these instances. A 
sufficient time interval was allowed for the rig to reach steady-state, 
then the following data were taken: 

• indicated air flow, along with pressure and temperature at ro
tameter discharge to correct for off-calibration conditions 

• plenum pressure and total temperature 
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Fig. 5 Average heat transfer for staggered array with X = 20 

• target plate temperature 
• voltage and current to heaters 
• room temperature and atmospheric pressure. 

R e s u l t s and D i s c u s s i o n 
Space-averaged heat transfer coefficients were calculated from the 

test data using 

EI- Aq 
h-- (3) 

A(TS - To) 

The area, A, was taken to be 16 X2; no adjustment was made for the 
presence of the vent holes. The term Aq accounts for several types 
of heat loss from the target plate. These include: 

• conduction losses through the insulation on the back side of the 
plate 

• radiation from the impingement surface 

• convection heat transfer inside the vent passages (h includes 
only the impingement effect) 

• heat losses at the edges of the plate, due to the fin effect asso
ciated with the skirts. 

The first three contributions were computed, and the last one was 
measured using heat flux sensors glued to the edges of the plates; 
details are given in [5], The size of the correction Aq varied from 4 
percent to 29 percent of EI, and the average was about 11 percent. 

The surface temperature Ts was taken to be the arithmetic average 
of the readings from the several thermocouples imbedded in each 
plate. Based on these temperature measurements, the target plates 
were acceptably isothermal; individual readings seldom differed from 
the mean by more than 3°C. Because jet velocities were low and the 
overall AT (AT = Ts - T0) was fairly large, it was decided that the 
plenum temperature To was an adequate approximation for the re
covery temperature—which is, in general, the effective fluid tem
perature to be used in equation (3). The average experimental un
certainty in h was calculated using the method given by Holman [6] 
and found to be about ±4 percent; the worst case value was ±9 per
cent. 

In correlating results from these tests, the heat transfer coefficients 
and coolant flow rates are generally expressed nondimensionally as 
an average impingement Nusselt number and a jet Reynolds number, 
respectively, given by 

and 
Nu = hd/K 

Re = 

1 6 - d 2 

4 

(4) 

(5) 

All air properties (K, /i, Pr) are evaluated at a "film" temperature 
halfway between Ts and To, using property tables in [7]. 

Fig. 5 shows typical variation of average heat transfer (expressed 
as Nu/Pr1 /3) with air flow (expressed as Re). As the test fluid was al
ways near STP, Pr was taken as 0.72 throughout, and the traditional 
assumption Nu ~ Pr1 '3 was employed. Fig. 5 is representative of data 
for all other geometries tested in that: 

1 There is no hole size effect. Values of Nu using d = 2.5 and 5.0 
mm were (within experimental uncertainty) equal for the same 
values of the independent nondimensional parameters. 

2 Nu plotted against Re in log-log coordinates were virtually 
straight lines for all X and Z. 

Based on these two observations, then, it was concluded that data 
would fit a relation of the form 

Nu = RemPr1 / 3 / (X, Z, staggered or inline) (6) 

where the exponent m might vary with geometry. The least squares 
method was used to fit a best line to the four data points for each ge
ometry, and m was found to vary generally between 0.73 and 0.87. The 
most apparent trend was a tendency for m to decrease as X was in
creased; this occurred consistently for both the inline and staggered 
arrays. The values of m which best fit all data were 0.799 for the 
staggered arrays and 0.816 for the inline arrays. Despite these varia
tions in m with geometry, data were found to correlate well using: 

Nu 
R e 0.80p r l /3 

: f{X, Z, staggered or inline). (7) 

Fig. 6 shows average heat transfer data for staggered and inline arrays 
with X = 10 displayed using this format, which is especially conve
nient for showing the effects of geometry upon heat transfer. The 
general behavior is typical of that for all X tested. The most apparent 
conclusion is that the performance of inline arrays is decidedly inferior 
to that of staggered arrays, especially at small standoff (i.e., small Z). 
Though this funding is significant, it was not unexpected. The authors 
presume that for inline arrays, a significant portion of each cooling 
jet flows directly out through the opposing vent without scrubbing 
the target surface, as shown in Fig. 7. At small Z, the vent captures 
a larger fraction of the total jet flow and the degradation is most 
pronounced. Fig. 6 indicates also that optimum standoff for staggered 
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Fig. 7 Capture of jet by vent hole 

arrays with (X = 10) is Z s 2.5; this was the case for X = 5,15, and 
20 as well. 

One can take the ratio r\ = Nu(inline)/Nu(staggered) as being in
dicative of the cooling effectiveness of the inline arrays relative to the 
staggered arrays. This ratio would, in general, vary with Re, Z and X. 
Because both Nu-values vary roughly with Re0-80, r\ becomes virtually 
independent of Re, as Fig. 6 shows. Fig. 6 (for X = 10) shows, also, a 
fairly representative variation of r\ with Z. At small standoff (Z = 1), 
Nu for the inline array may be less than 1/2 that of the corresponding 
staggered array. At larger Z (e.g., Z = 10) the inline arrays yield av
erage heat transfer varying (dependency upon X) between 84 and 
90 percent of the value for the staggered array. Based on data at Z = 
15 and 20, it appears that r\ tends asymptotically toward 1.0 as Z is 
further increased. Based on data for all arrays, t\ tends to be larger at 
large X"; Table 2 gives values of ?] versus X for a few representative 
values of Z and shows this trend. 

There is some scatter in the data (as Table 2 also indicates) which 
is most pronounced at small Z., It is expected that the heat transfer 
for a jet impinging upon a surface, with an inline vent hole, is sensitive 
even to the slightest misalignment between the two holes. If the vent 
aperture of Fig. 7 were offset by, for example, 1/4 d relative to the jet 
orifice, the amount of jet air not directly captured by the vent would 
increase significantly—yielding a correspondingly higher convection 
heat transfer coefficient. It is apparent that this effect would be most 
severe at small Z; as Z is increased, the jet spreading also increases 
and the capture effect, in general, diminishes in importance. Un
doubtedly, there was some unintentional misalignment (in some cases 
more than others) introduced during: 

Fig. 8 Performance comparison: staggered arrays versus arrays with edge 
venting 

Table 2 Comparison of inline and staggered arrays: 
typical data 

values of 

X = 5 X= 10 

Nu (inline) 

Nu (staggered) 
X= 15 X=20 

Z = 1 
Z = 2 . 5 
Z = 5 
Z = 10 

0.40 
0.51 
0.69 
0.84 

0.56 
0.66 
0.80 
0.89 

0.60 
0.61 
0.72 
0.83 

0.80 
0.76 
0.88 
0.88 

• the machining of jet and vent plates, 
• the aligning of plates when setting up or adjusting the rig for 

each test, 
• the running of the tests if any asymmetries in the flow field 

deflected jets from straightline trajectories. 
The authors feel that such incidental (and probably slight) mis

alignment is reflected in the behavior of the data in Table 2. The fact 
remains that the significantly better heat transfer offered by staggered 
arrays strongly suggests that these be used by the designer in favor 
of inline geometries. For this reason, the remainder of this paper fo
cuses on data for staggered configurations: 

Average heat transfer for staggered arrays correlates in much the 
same way (see equation (7)) as does the data from [4]. It is possible, 
therefore, to make a direct comparison between the cooling capabil
ities of jet arrays with spent air removal through vent holes and arrays 
with edge venting, as shown in Fig. 8. It is apparent, from inspection 
of this figure, that arrays with staggered vent holes offer consistently 
better performance for all X and Z where common data are available. 
The increment in heat transfer depends upon the geometry of the 
array. Arrays with staggered vents show the most pronounced per
formance advantage as the hole spacing X is decreased. At X = 10, 
these arrays yield Nu about 35 percent higher than the same array 
with air removal along the edges; for X = 15 and 20, these figures drop 
to 32 percent and 24 percent, respectively. There is some tendency, 
also, for the increment in heat transfer to increase as Z is made 
smaller. The percentages quoted above were averaged over Z for 1 < 
Z < 10, which is the range for most gas turbine cooling situations. 

The authors suggest that the superior performance of the staggered 
arrays is due to boundary layer suction, which produces high local heat 
transfer coefficients in the vicinities of the vent holes. These holes are 
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surface for staggered arrays with Z = 2.5 

located at sites fairly far removed from the stagnation points of the 
impinging jets, where heat transfer coefficients would otherwise (i.e., 
if edge venting were employed) be quite low—especially for large X. 
Thus, the addition of vent holes tends to increase the array-averaged 
h over that associated with a solid target plate with edge venting. It 
is anticipated that local heat transfer measurements to be undertaken 
as part of Phase II of this program will support this explanation. 

A sensible way to compare the cooling power of various impinge
ment geometries is to compare their respective heat transfer coeffi
cients at the same coolant flow per unit area of target surface, as was 
done by Hollworth and Berry [4], and by Metzger, et al. [3] for jets in 
a crossflow. Fig. 9 shows Nu/Pr1 '3 plotted against a modified Reynolds 
number (Re*) based on the coolant flow per unit area of target surface 
(G). This variable is defined as 

t _ 4 Gd _ Re 

~7r n " ( X ) 2 ' 
(8) 

so that constant Re* corresponds to constant G. Fig. 9 was plotted 
for staggered arrays at Z = 2.5 (optimum standoff) and shows that 
arrays with widely-spaced jets (but high flow per jet) outperform ar
rays with more jets (per unit area) but less flow per jet. At the same 
G, arrays with X = 10 give h about 5 percent higher than the array 
with X = 5, while arrays with X = 15 and 20 give h about 15 percent 
larger than does X = 5. Heat transfer measurements made by Holl
worth and Berry showed essentially the same behavior; average heat 
transfer coefficients increased consistently as X increased. Finally, 
two comments should be made regarding the application of this in
formation to the design of hybrid cooling system: 

1 Cooling flow and available pressure difference may be essen
tially fixed for a given design situation. These dictate the value 
of X, and the designer may not be at liberty to select jet-to-jet 
spacing to maximize impingement heat transfer. 

2 While large X yields best performance for the impingement 
portion of a hybrid system, it may not necessarily be the best 
choice (if a choice is even possible) with regard to total system 
performance. For example, transpiration cooling systems tend 

to be more effective when the mass flow rate per coolant passage 
is low, which (at fixed G) corresponds to small X. The design 
of an optimum hybrid configuration must involve integrating 
impingement heat transfer information with transpiration and 
film cooling data. 

C o n c l u s i o n s 
Extensive measurements of average convective heat transfer are 

reported for square arrays of turbulent air jets impinging on a flat 
surface. Spent air is withdrawn via square arrays of vent holes (same 
nominal diameter as jet orifices) on the target surface. The resulting 
data should be valuable for the design of hybrid impingement/tran
spiration/film cooling configurations, which employ the same type 
of spent air removal. The most significant findings were the fol
lowing: 

1 Tests were conducted for vent arrays having vent-to-vent 
spacing = 1/2 (jet-to-jet spacing). Inline arrays (with a vent 
directly opposite each jet hole) showed poor heat transfer per
formance compared to staggered arrays (with no vent opposite 
any jet). This effect was most pronounced for small Z, which 
is generally the range of interest for gas turbine applications. 
Staggered arrays are thus recommended. 

2 Arrays with staggered vents consistently yield higher heat 
transfer rates (usually by 20-30 percent) than do the same ar
rays with edge venting. 

3 At the same coolant flow per unit area of target surface, 
(staggered) arrays with large X produce higher h than those 
with small X. 

The results reported here point up general trends in heat transfer 
behavior for impingement heat transfer behavior for such geometries. 
All data presented are for jet-to-jet spacing = 2 (vent-to-vent spacing). 
The author cautions against attempting to extend these data to 
geometries where this ratio differs significantly from 2.0. 
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Full-Coverage Film Cooling 
Part I: Comparison of Heat Transfer Data for 
Three Injection Angles 
Wind tunnel experiments were carried out at Stanford between 1971 and 1977 to study 
the heat transfer characteristics of full-coverage film cooled surfaces with three geome
tries: normal-, 30 deg slant-, and 30 deg X 45 deg compound-angled injection. A flat full-
coverage section and downstream recovery section comprised the heat transfer system. 
The experimental objectives were to determine, for each geometry, the effects on surface 
heat flux of injection blowing ratio (M), injection temperature ratio (8), and upstream 
initial conditions. Spanwise-averaged Stanton numbers were measured for blowing ratios 
from 0 to 1.3, and for two values of injection temperature at each blowing ratio. The heat 
transfer coefficient was defined on the basis of a mainstream-to-wall temperature differ
ence. Initial momentum and enthalpy thickness Reynolds numbers were varied from 500 
to about 3000. This paper compares the experimental results for the three injection 
geometries. In addition, the effects of hole spacing and number of rows of holes were exam
ined. 

Introduction 
Advanced technology for ground-based and aircraft gas turbines 

is oriented towards achieving higher cycle pressure and temperature 
ratios to improve cycle thermodynamic efficiency and fuel economy. 
An integral part of this new technology is development of cooling 
methods to protect turbine blades from the potentially blade-melting 
hot combustion gases. Use of these cooling methods will allow the 
blades to operate at a low enough temperature to insure long blade 
life while improving the cycle thermodynamic performance. Several 
potential methods for cooling ultra high-temperature turbines are 
currently being investigated. These include liquid cooling, use of ce
ramic-coated components, and gaseous film cooling. With the latter, 
compressor-bypassed air is ducted to convectively cool the interior 
of the blade and then is ejected through the blade surface. 

Film cooling may be accomplished either by transpiration through 
a porous blade surface or by full-coverage film cooling through arrays 
of discrete spaced holes. Transpiration cooling offers the advantages 
of minimal aerodynamic effect on the potential core above the blade 
and of depositing the coolant into the sublayer region of the boundary 
layer, which, in the limit, reduces the surface heat flux to zero. Its chief 
drawbacks are blade structural problems and pore clogging due to 
contaminants in the coolant. Full-coverage film cooling (FCFC) is an 
alternative method of introducing coolant into the boundary layer 
without the drawbacks of transpiration cooling. 

Research into FCFC was first reported by LeBrocq, et al. [1]. They 
studied the effects on velocity profile and adiabatic wall temperature 
of in-line and staggered hole patterns and hole axis angle. Two im
portant conclusions were that a staggered hole array minimized ad
verse effects on the boundary layer velocity profile, and inclined in-

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
AMERICAN SOCIETY OP MECHANICAL ENGINEERS. Manuscript received at 
ASME Headquarters December 10,1979. Paper No. 80-GT-43. 

jection was preferable over normal injection for behind-hole cooling. 
Metzger, et al. [2] conducted a FCFC heat transfer study using in-line 
and staggered hole patterns with normal injection. Their results in
dicated a significant increase in the adiabatic-wall heat transfer 
coefficient over flat plate values (no-blowing) traditionally used with 
single- and double-row film cooling. Mayle and Carnarata [3] carried 
out a FCFC heat transfer study using a staggered-hole array with 30 
deg X 45 deg compound-angled holes. They found that the adia
batic-wall heat transfer coefficient increased significantly when either 
the mass-flux ratio or hole density was increased. Sasaki, et al. [4] 
studied the effect on adiabatic wall temperature of nonsquare 
staggered hole spacing (i.e. spanwise hole spacing of three diameters 
and streamwise spacings of five and ten diameters). Their data were 
used to support development of an effectiveness prediction model. 

A hydrodynamic and heat transfer study of FCFC is being carried 
out at Stanford University. The objective of the study is to amass 
sufficient data to support development of analytical methods for 
predicting momentum and heat transfer with FCFC. During the pe
riod 1971 to 1977, three test surfaces were investigated using normal-, 
30 deg slant-, and 30 deg X 45 deg compound-angled injection, each 
with staggered arrays and hole spacings of five and ten diameters. The 
experimental heat transfer program focused on three parameters for 
each geometry tested: 8, coolant temperature parameter; M, mass flux 
ratio; and upstream boundary layer conditions. This paper presents 
a summary of the results and conclusions drawn from that phase of 
the Stanford investigation. Full documentation and tabular forms 
of the data can be found in [5-8]. Part II of this paper contains rep
resentative Stanton number graphs of the data. 

Experimental Methodology and Procedures 
Heat Transfer with Full-Coverage Film Cooling. A conven

tional means for describing convective heat transfer from a surface 
(on a flux basis) is via the rate equation 

•• M T „ - Tw) (1) 

1000 / VOL. 102, OCTOBER 1980 Transactions of the ASME 
Copyright © 1980 by ASME

  Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where 7'=. is the mainstream temperature,1 Tw is the wall temperature 
and h is the local heat transfer coefficient. 

The bulk of two- and three-dimensional film-cooling research to 
date has used a modified form of equation (1) with T„ being replaced 
by Taw, the temperature an adiabatic wall would attain in the presence 
of film cooling. The heat transfer coefficient is replaced by h0, the 
coefficient that whould exist without injection. Much of the early 
experimental research involved obtaining distributions of Taw for 
various geometries and injection conditions. When Taw is properly 
nondimensionalized, an expression called "effectiveness" obtains. 
It ranges numerically from 0 to 1 and reflects the degree to which the 
downstream surface is protected by the upstream coolant injection 
(i.e., it will be 0 for no protection, and it will be 1 if the coolant causes 
the downstream surface heat flux to be reduced to zero, that is, Taw 

equals the injectant temperature). 

The conventional meaning of effectiveness as the sole indicator of 
surface protection from high heat flux is not valid in the region where 
the actual heat transfer coefficient, h, differs appreciably from ho-
This variation occurs in the region near a hole or a row of holes and 
is due to the effects of the coolant injection on the hydrodynamic 
boundary layer. Surface heat flux with film cooling is a two-parameter 
problem requiring information on both h and effectiveness. 

The Stanford film-cooling research program has adopted equation 
(1) to describe heat transfer with full-coverage film cooling, without 
reference to "effectiveness." All effects of film cooling are carried in 
h. This approach was first described in [9] and seems to be first used 
by Metzger, et al. in [2]. Its focal point is the linearity of energy 
equation, which would govern the Stanford film-cooling experiments. 
A nondimenslonal temperature parameter is defined 

. T.-Tj 
(2) 

where Tj is the coolant injection temperature. Using superposition 
theory on the linear thermal energy equation yields a calculation 
equation for h, 

h(8) = h(8 = 0)+6- [h(6 = 1) - h(8 = 0)] (3) 

Calculation of h for a given injection temperature requires informa
tion on h for two values of the temperature parameter, for the same 
value of M. 

Use of equation (1) for film cooling permits an easy comparison of 
the transfer coefficients with and without film cooling, because both 
coefficients have the same temperature-driving potential. Equation 
(1) can also be used to describe transpiration cooling heat transfer; 
hence it is simple to compare full-coverage film cooling with tran
spiration cooling (transpiration is a 8 = 1 condition), since the tran
spired coolant leaves the surface at the same temperature as the 
surface. The comparisons can easily be made on a Stanton number 
basis, where St = h/(pcU)„. Correlations for Sto (without film cooling) 
and St (with transpiration cooling) can be found in [10]. 

With a given full-coverage film-cooling geometry, the film-cooling 
Stanton number depends on both the hydrodynamic and the thermal 
characteristics of the coolant and mainstream flow, and on the surface 
thermal boundary condition. Hydrodynamic characteristics are de
scribed by the coolant-to-mainstream mass flux ratio (blowing ratio), 
based on the flow area of one hole, 

M = (PU)J 

(pU). 
(4) 

1 For a flow Mach number greater than about 0.25, a mainstream recovery 
temperature or adiabatic wall temperature should be used. 

where (pU) is the mass density-velocity product and the subscripts 
«> and j denote mainstream and coolant conditions. The thermal 
characteristics of the coolant, mainstream, and surface are defined 
by 0, the temperature parameter given in equation (2). The initial 
condition of the boundary layer, at the start of the film-cooling region, 
can be represented by its momentum thickness Reynolds number, 
Re52 = U^bi,/v and its enthalpy thickness Reynolds number, ReA2 

= U„A2/v. 
Stanford Experimental Program. As mentioned in the intro

duction, the Stanford experimental program focused upon three pa
rameters for each geometry tested: 6, M, and upstream boundary layer 
conditions. Three geometries were investigated, all using flat surfaces 
with eleven rows of holes in each surface. The hole angles corre
sponded to normal-angled injection (90 deg to the surface), slant-
angled injection (30 deg to the surface in the downstream direction), 
and compound-angled injection (30 deg slant injection that was 
skewed 45 deg from the downstream direction). The holes were spaced 
five diameters apart in the spanwise and streamwise directions. 

The 8 parameter was controlled by using one constant temperature 
for the surface and another for the mainstream, while varying the 
secondary injection temperature. Values chosen were Tj = To. de
fining 8 = 0, and Tj = Tw defining 8 = 1. The M parameter was con
trolled by varying the injection velocity using a constant mainstream 
velocity. The injection temperature was kept within 15 K of the sur
face temperature to eliminate density effect, and M varied from 0 (a 
baseline data point without blowing) to about 1.5. The upstream 
initial conditions were set by controlling the hydrodynamic and 
thermal boundary layer development over the preplate. The mo
mentum thickness Reynolds number, ReS2, varied from 500 to 3000, 
and ReA2 varied from 500 to 2000. The ratio of hole diameter to mo
mentum thickness varied from 10 at the low initial momentum 
Reynolds number down to 2 at the high values. 

Experimental Facility. The experimental program was carried 
out in a closed-loop wind-tunnel facility. The tunnel floor consisted 
of a preplate, a test section, and an instrumented afterplate, with all 
plates capable of being heated to a temperature 15 K above that of 
the mainstream. A secondary air loop of the wind tunnel delivered 
air, heated or cooled, to the discrete-hole test section. Figure 1 shows 
a schematic of the wind tunnel. 

The main air loop of the wind tunnel was driven by a blower which 
delivered air through a delivery duct, oblique header, heat exchanger, 
screen pack, and contraction nozzle, and into the tunnel duct. The 
duct was 51 cm wide, 20 cm high, and 2.5 m long. Flow left the tunnel 

-Nomenc la tu re . 

A = area associated with one hole, P 2 

c = specific heat at constant pressure 
D = hole diameter (jet diameter) 
h = local heat transfer coefficient 
h(8) = spanwise-averaged heat transfer 

coefficient with full-coverage film cooling, 
equation (3) 

ho '— heat transfer coefficient without film 
cooling 

M = mass flux, or blowing, ratio, equation 
(4) 

P = pitch, hole-to-hole spacing 
Pr = Prandtl number 

q" = wall heat flux 
Rej2 = Reynolds number based on 82 
ReA2 = Reynolds number based on A2 
St = Stanton number based on h 
Sto = Stanton number based on h0 

T = temperature 
U = velocity 
a = hole injection angle, Fig. 2 
A2 = enthalpy thickness, 

A-r pU IT-T„ 

M„ [T 

bn = momentum thickness, 

dy 

Jo />„!/„ \ Uj 

5.99 = boundary layer thickness where U : 

.99 l /„ 
8 = temperature parameter, equation (2) 
v = kinematic viscosity 
p = density 

Subscripts 

aw = adiabatic wall 
j = evaluated at injectant conditions 
w = evaluated at wall. 
<» = evaluated at free stream conditions 
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duct through a plenum box that supplied both the secondary blower 
and the primary blower. Velocity could be varied in steps from 7 m/s 
to 35 m/s, and the velocity was held constant along the test section 
and afterplate by adjustment of the flexible top wall of the tunnel. 

The secondary air loop of the wind tunnel provided heated, mea
sured air to the injection holes. The flow was delivered via eleven in
dividual ducts, one for each row of holes, each containing a hot-wire 
anemometer type of flow measurement device. 

Special precautions were required to control vortex build-up as
sociated with compound-angled injection. A vortex control system 
was designed to suck away the corner vortex build-up, and reinject 
the fluid through the opposite wall, thus insuring that the flow re
mained uniformly vectored in the test section and recovery section. 
Flow visualization experiments were conducted to establish the proper 
flow through the vortex control system. 

Copper plates, 0.5 cm deep by 45 cm wide by 6 cm long in the flow 
direction, formed the test surface, with the first plate blank (the up
stream guard plate) and the eleven downstream plates containing 
alternate rows of nine holes and eight holes, each 1.02 cm in diameter. 
The holes were spaced on 5 diameter centers, in both the spanwise 
and flow directions, and formed a staggered array. Heater wires were 
glued into two grooves machined into the back side of each plate. The 
plates were supported by an aluminum frame across their ends, using 
phenolic standoffs along their spans to minimize conduction heat loss 
from the plates and to isolate the plates from each other. Four iron-
constantan thermocouples were installed from the backside of each 
plate, with each thermocouple located midway between two adjacent 
holes. Low-conductivity air-delivery tubes extended back from the 
plate surface, and one tube in each row contained an iron-constantan 
thermocouple. The secondary air temperature was corrected for heat 
pick-up between the thermocouple station and the exit. The cavity 
was loosely packed with insulating material and closed with bottom 
plates. Both the frame and bottom plates were heated to minimize 
conduction loss from the plates. The test-plate power system delivered 
stabilized a-c power to each plate, metered by inserting a wattmeter 
into the circuit. The reading was corrected for calibration and watt
meter losses. Uncertainty in plate power measurement was about 0.3 
w, or about 2 percent of the average power level for the experi
ments. 

The preplate and afterplate of the test surface were identical in 
design, and each was formed of 48 copper plates, each 2.6 cm long in 
the flow direction. Twenty-four plates were supported by rectangular 
copper tubes which passed hot water for plate-temperature control. 
The plates were arranged such that the downstream half of the pre
plate and the upstream half of the afterplate were heated. Calibrated 
heat flux meters were located in the afterplate and were used to obtain 
Stanton number data for the flow as it recovered from the blowing 
region effect. Uncertainty in afterplate heat flux measurements was 
estimated at 3 percent. 

Hea t -F lux Data Acquisition. Heat-flux measurements were 
obtained in the film-cooling region using a steady-state energy-bal
ance technique. The electrical power delivered to a plate containing 
a row of holes was measured, and all energy losses from the plate other 
than by convection from the working surface were accounted for as 
accurately as possible. Energy-loss modes were modeled in the 
data-reduction program as radiation from the plate top surface, 
conduction between the plate and frame, conduction between adja
cent plates, and convection between the plate hole area and the in-
jectant. The resulting average heat flux for the plate was then defined 
as q"s-a = (E-L)/Atot, where E is the energy supplied to the plate, L 
is the sum of the energy-loss modes other than by forced convection, 
and At0t is the total plate area. Since the plate has holes spaced P 
apart across the span and the injectant boundary condition was 
spanwise periodic, the area for heat flux can be interpreted as that 
associated with one hole. This is depicted in Fig. 2. Accuracy for the 
Stanton number data is estimated using a root-sum square uncer
tainty analysis to be ± 2.5 percent for the d = 1 data and ±5 percent 
for the 0 = 0 data. The larger uncertainty for the latter data reflects 
the uncertainty tied to the plate-injectant convective loss constant. 

Fig. 1 Flow schematic of wind tunnel test facility, configured for slant-angled 
injection 

HEAT TRANSFER 
AREA, A 

MAIN 
STREAM 
DIRECTION 

O! 
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Fig. 2 Film cooling surface geometry, configured for slant-angled injection 
and P/D = 5 

Heat Transfer Data 
Comprehensive sets of experimental data were acquired for each 

of the three injection angles, and the data parameter maps were 
similar for each surface tested. This permits easy comparison of heat 
transfer coefficients for the three injection angles, and these com
parisons are given in the following subsections. Plots of some of the 
experimental data for the three angles are given in Part II of this 
paper. 

Temperature Parameter. For a given mass flux ratio and set of 
upstream initial conditions, the heat transfer coefficient is a linear 
function of the temperature parameter, 6. Equation (3) describes this 
dependence, and it will apply for all conditions in which the thermal 
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energy equation remains approximately linear. The reader is referred 
to [5, 6] which experimentally confirms the superposition approach 
for obtaining heat transfer coefficients with 8 greater than unity. 
Superposition with film cooling and large temperature differences 
has been confirmed by Ville and Richards [11]. Metzger and his co
workers [2, 12] use superposition to obtain their film-cooling effec
tiveness data. 

For the Stanford film-cooling studies, data were taken for 8 =* 0 and 
8 =a 1. The data were then superposition-adjusted to 6 = 0 and 6 = 1 
for presentation of the data. The 6 = 0 heat-transfer coefficient is the 
appropriate value for use with the adiabatic effectiveness approach 
to film cooling [9,12], and the 0 = 1 data can be compared with tran
spiration data. For advanced gas-turbine application, the 6 range for 
a given M is 1.25 to 1.75 [11]. 

The actual effect of 6 on the Stanton number is described in the 
following subsections. The important point is that, with superposition, 
only two data bases are required, and the heat transfer coefficient for 
a given 6 follows from equation (3). This is experimentally very con
venient and simple, and it allows other data bases to be analytically 
produced for testing computer programs that model full-coverage film 
cooling. 

Mass Flux Ratio. The effect of mass flux ratio on Stanton number 
for the three injection geometries can best be seen by plotting St 
versus M for different streamwise locations in the full-coverage region. 
Figure 3 presents these data for the third, sixth, and tenth film-cooling 
rows. In the figure the plotted data are 8 = 0 (open symbols) and 8 = 
1 (shaded symbols), while the 8 = 1.5 line is obtained using equation 
(3). Initial momentum and enthalpy thickness Reynolds numbers 
were about 3000 and 2000, respectively. 

From the figure four major points are evident: (1) normal-angled 

injection results in a higher St than either slant- or compound-angle 
injection geometries; (2) both angled data sets show a minimum in 
St around M = 0.5 to 0.5; (3) in the initial cooling region (row 3), high 
blowing can cause the St to exceed the unblown value even at 8 = 1.0; 
and (4) past the initial cooling region, compound-angled injection 
provides the lowest heat transfer coefficient. By row 10 the surface 
heat flux with compound-angled injection is essentially zero in the 
M range from 0.4 to 0.6. 

In assessing the relative merits of injection geometries, the span-
wise-averaged heat transfer performance should not be the only 
consideration. From an aerodynamic point of view it is advantageous 
to have the injectant enter the boundary layer with as much stream-
wise momentum as possible. Slant-and compound-angled injection 
have an advantage over normal-angled injection in this respect. A 
second point for consideration is the possibility of lateral and 
streamwise variations in local heat flux. The flow visualization data 
of Colladay and Russell [13] indicate that compound-angled injection 
might result in more uniform heat flux. 

The FCFC data indicate a minimum in Stanton number around 
M = 0.4 to 0.5. This minimum is observable in both of the oblique data 
sets at high initial Reynolds numbers. (No high-M data were obtained 
with normal-angled injection). However, the minimum occurs with 
all three geometries at low initial Reynolds number—to be discussed 
in the next subsection). Above M = 0.5, for these constant-property 
experiments, the jets of coolant apparently cause a region of disturbed 
flow with high heat transfer coefficient behind the jets, and the av
erage Stanton number increases. Note that St at 8 = 0 could easily be 
approximated as a power-law function of M. 

A point to be raised concerns which injection parameter is appro
priate to describe high-velocity, variable-property turbine blade flows. 
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The present full-coverage film-cooling data show that a minimum 
Stanton number occurs but does not allow one to choose between 
associating it with a mass ratio of 0.40 or a momentum ratio of 0.16. 
Most slot-film-cooling studies use correlations based on M, and most 
transpiration cooling studies use an area-averaged M value to reflect 
the percentage of coolant added to the sublayer of the boundary layer. 
On the other hand, variable property studies for effectiveness 
downstream of film-cooling injection [14] indicate that a momentum 
ratio should be considered. That ratio is also used to correlate jet-
in-crossflow trajectory data. 

Initial Conditions. Full-coverage data sets have been taken for 
three injection geometries with heated starting lengths and with 
momentum thickness Reynolds numbers of about 550 and 3000 (also 
at 1800 for compound-angled injection). In addition, a number of 
unheated starting-length data runs were made. Only the heated 
starting-length data will be discussed here. The step-wall temperature 
data will probably be useful for numerical modeling of the data and 
can be found in [5-7]. 

Figure 4 contains Stanton number data from the third, sixth, and 
tenth film-cooling rows for the 550 momentum and enthalpy thickness 
Re. These plots are similar to those in Fig. 3 for high initial Re. The 
tenth row low Re data are seen to lie between the third and sixth high 
Re data (closer to the sixth). In the initial film-cooling region (row 3), 
the heat transfer coefficients for the low initial Re are larger than for 
the high initial Re data. The tenth row low-Re data are seen to lie 
between the third and sixth row high-Re data (closer to the sixth). 

The higher Stanton number for a lower initial Re is also a charac
teristic of two-dimensional boundary layer flows [10]. This suggests 
that the ratio of the film-cooled Stanton number for 8 = 1 to the un-
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Fig. 5 Ratio of film cooled-to-unblown Stanton numbers at 6 = 1 and various 
initial conditions. Symbols: D, normal; O, slant; A, compound-angled injec
tion 

blown Stanton number, Sto, might be independent of the initial 
conditions. The data in Figs. 3 and 4 were normalized by Sto obtained 
at M = 0, and the ratios for both initial conditions were plotted in Fig. 
5. In Fig. 5 most of the data ratios for a given geometry, for both initial 
conditions, are within 10 percent of each other at every value of M. 
The scatter is even less by the tenth row data. This suggests that for 
a hole spacing of five diameters, the full-coverage film cooling retains 
a boundary-layer-like character, and the major effect of the initial 
conditions is similar to that found in unblown boundary layers. 

Where the St ratio data for a given M exhibits scatter, the higher 
St ratio comes from the lower initial Re data. This suggests that a 
higher turbulence level may be associated with the jets of coolant 
emerging into the thinner boundary layer. This increased turbulence 
effect is counteracted to some degree by the emerging jets remaining 
closer to the wall in a low Re boundary layer, thus providing better 
cooling for the near-wall region. For the low initial Re, the ratio of 
initial 5.g9 boundary layer thickness-to-jet diameter is about one, while 
for the high Re it is about five. The Stanton number ratio at a given 
M may be affected by the local boundary layer (or momentum) 
thickness. For these experiments the effect appears to be second 
order. 

Number of Rows of Holes. The effect due to changing the 
number of rows of holes was studied for the slant-angled injection 
geometry. The data were taken for P/D = 5 and 6 and 11 rows of in
jection. The six-row geometry was obtained by shutting off the first 
five rows of injection. The two geometries had about the same initial 
Rej2 but different ReA2-

Two blowing ratios were used in the study: M = 0.4 and M = 0.9, 
but only the low-M data are shown plotted in Fig. 6 versus enthalpy 
thickness Reynolds number. The high-M data are given in [8], and 
the data trends are identical. Arrows on the figure indicate the first 
and last blowing rows. The six-row data are seen to be about 5 to 10 
percent above the corresponding eleven-row data, but the trend is 
similar. Once blowing begins, the St data for 6 = 1 drop below the Sto 
reference line, achieving a reduction in St of about 30 percent by the 
sixth row of holes. The downstream area past the last row of holes is 
called the recovery region. For the six-row geometry the recovery 
region St jumps up to within 10 percent of Sto, indicating minimal 
downstream protection. The last data point is about 60 hole diameters 
downstream. The eleven-row recovery region data show the benefit 
of additional rows of cooling, since the Stanton number remains low 
in the recovery region. 

For 0 = 0 the Stanton number lies above Sto, but in the recovery 
region it quickly drops to within 4 or 10 percent of Sto. 

The thermal boundary layer growth is a strong function of the 
temperature parameter, 8, of the injection. For 8 = 1 the thermal 
boundary layer grows about as rapidly as the momentum boundary 
layer. For 8 = 0 the periodic injection of fluid having the same en
thalpy as the mainstream retards the thermal boundary layer growth. 
The momentum boundary layer is the same for the two cases. Past 
the last row of holes the increased turbulence production ceases (see 
Yavuzhurt, et al. [15]). Thus the mechanism for diffusing out the thick 
8 = 1 thermal boundary layer for return to Sto is reduced. The 8 = 0 
thermal boundary layer has an enthalpy thickness much nearer the 
equilibrium value. Once the turbulent diffusivity drops, the boundary 
layer rapidly returns to near-equilibrium conditions. 

Hole Spacing. Some data for each of the three injection geome
tries were taken at a pitch-to-diameter of 10 to provide additional data 
bases for modeling purposes. The P/D = 5 test sections were used, and 
P/D = 10 was obtained by plugging alternate holes and rows in the 
arrays with modeling clay. The normal- and slant-angled data were 
acquired with low initial Re, and the compound-angled data were 
acquired with high initial Re. The data may be obtained from [5-7]. 
The slant-angled data are presented in Part II of this paper. 

Comparison of P/D = 5 with P/D = 10 data for a given injection 
angle showed the following: (1) the St decrease below Sto for 0 = 1 was 
much less for the wider hole spacing; (2) the data indicated a minimum 
in St for 8 = 1 and M about 0.4, with higher St for higher M; and (3) 
in the recovery region downstream of the last row of holes, the St 
rapidly returned to Sto, indicating much less recovery-region pro-
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tection than with the same M and smaller P/D. Points (1) and (2) 
reflect the fact that for a given M there is less coolant addition as P/D 
increases. Point (2) indicates that increasing M provides more coolant 
but does not result in a lower St. This is because M is related, in part, 
to the emerging jet trajectory, and larger M causes the fluid to travel 
further out into the boundary layer before being turned and diffused 
back into the near-wall region. This same data trend was observed 
by Mayle and Camarata [3]. 

Concluding Remarks 
Experimental heat transfer studies have been carried out for three 

injection geometries. Injection of wall-temperature fluid into the 
boundary layer causes the Stanton number to drop in a manner 
analogous to transpiration cooling. Unlike transpiration however, 
full-coverage film cooling displays a minimum in Stanton number for 
a mass flux ratio, M, of about 0.4 to 0.5. Increasing M above 0.4 results 
in an increasing Stanton number. Past the initial cooling region the 
compound-angled injection geometry provides the lowest Stanton 

number for a given M. Variation in initial conditions upstream of the 
blowing section has a second-order effect on the Stanton number 
distribution. Studies of six and eleven rows of holes for slant-angled 
injection show that the latter gives much better surface protection 
downstream of the last row of holes. With six rows, the Stanton 
number rapidly returns to the unblown value in the recovery region, 
whereas with eleven rows, its remains suppressed longer. Studies of 
five and ten diameter hole-spacing geometries showed the latter to 
provide much less surface protection. Of the three injection geome-. 
tries, compound-angled injection seems to be preferable to slant- and 
normal-angled injection. 
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Full-Coverage Film Cooling 
Part II: Heat Transfer Data and Numerical 
Simulation 
Experimental research into heat transfer from fall-coverage film-cooled surfaces with 
three injection geometries was described in Part I. This part has two objectives. The first 
is to present a simple numerical procedure for simulation of heat transfer with full-cover
age film cooling. The second objective is to present some of the Stanton number data that 
was used in Part I of the paper. The data chosen for presentation are the low-Reynolds 
number, heated-starting-length data for the three injection geometries with five-diameter 
hole spacing. Sample data sets with high blowing ratio and with ten-diameter hole spac
ing are also presented. The numerical procedure has been successfully applied to the 
Stanton number data sets. 

Introduction 
In Part I of the paper, an overview of full-coverage film cooling 

(FCFC) was presented, followed by a discussion of the experimental 
methodology and procedures used in the Stanford FCFC study. The 
experimental heat transfer study was carried out using three test 
surfaces with normal-, 30 deg slant-, and 30 deg X 45 deg com
pound-angled injection. Three parameters were investigated: 6, 
coolant temperature parameter; M, mass flux ratio; and upstream 
boundary layer conditions. A summary of the effects of these pa
rameters on heat transfer coefficient for the three injection angles and 
the effects of number of rows of cooling holes were then presented in 
Part I. 

Part II of the paper has two objectives. The first is to present a 
simple numerical procedure for simulation of heat transfer with 
full-coverage film cooling. The second objective is to present some of 
the Stanton number data that was used in Part I of the paper. The 
data chosen for presentation are the low-Reynolds number, heated-
starting-length data for the three injection geometries, with five-
diameter hold spacing. Sample data sets with high blowing ratio and 
with ten-diameter hole spacing are also presented. The trends in the 
data sets presented in Part II are indicative of all the other data sets 
acquired with different initial conditions. 

Background 
The intent of the analysis part of the Stanford film-cooling research 

was to incorporate the Stanford experimental data base into a pro
gram that could predict heat transfer. Both integral and two-di
mensional methods were studied in detail. The integral method 
showed promise for normal-angled injection at low to moderate M 
[1], but for slant-angled injection [2] the 6 = 0 data had a trend com
pletely different from the normal injection data, and it was not 
amenable to simple correlation. Thus, the integral method was 
abandoned. 

Choice of a two-dimensional finite-difference boundary layer 
method in preference to a three-dimensional method was based upon 

Contributed by the Gas Turbine Division and presented at the Gas Turbine 
Conference and Products Show, New Orleans, La., March 10-13,1980 of THE 
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several factors. First, the general flow field is boundary layer in nature, 
and the departures from two-dimensional behavior are spanwise 
periodic. This permits defining spanwise-averaged velocity and 
temperature quantities which are continuous in the flow direction. 
This approach has been developed in detail by Choe [1] and Herring 
[3]. Second, the primary data used in development of the method were 
intended to be the data acquired in the experimental phase of this 
program. The construction of the apparatus is such that the data are 
inherently spanwise-averaged Stanton numbers representing the 
area-averaged effects of injection from a row of holes. The third cri
terion relates to the program's utility as a design tool, which requires 
short execution times and small computer-core requirements. Re
cently, Launder and his colleagues [4,5] have had success with a 
three-dimensional elliptic/parabolic boundary layer program coupled 
to a two-equation model of turbulence, but their success has been 
limited to low to moderate M. Patankar, et al. [6] also had success with 
simulating a jet-in-cross flow using an elliptic procedure and a two-
equation model. 

It is difficult to identify the physical criteria which should be used 
to assess the merits of a proposed simulation program. Candidates 
include: heat transfer and friction coefficients, temperature and ve
locity profiles, and profiles related to the turbulence within the flow 
field. Ideally one would like a numerical program capable of repro
ducing all attributes of the flow field for any prescribed geometry and 
initial and boundary conditions. For simple shear flows we are ap
proaching this realization. However, when even the best programs are 
applied to complex flows (of which film-cooled boundary layers are 
a class), the predictions often deviate from the experimental data in 
one way or another and the programs must be doctored to yield sat
isfactory predictions. One should probably not use the word prediction 
in these cases, but instead call it simulation. And, one should not use 
a specialized program beyond the limits of the geometry and initial 
and boundary conditions of the data bases used to develop it. 

The program reported here is a specialized program made by 
modifying a well-tested boundary layer program to include an injec
tion model for introducing coolant, and by introducing a turbu
lence-augmentation model for simulating the shear layer interaction 
within the boundary layer. There is no claim that this program will 
predict the detailed attributes of the flow field. It was intended only 

1006 / VOL. 102, OCTOBER 1980 Transactions of the ASME Copyright © 1980 by ASME
  Downloaded 01 Jun 2010 to 171.66.16.58. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



to develop a program to replicate the spanwise-averaged Stanton 
number data bases available at Stanford. We would expect, however, 
that success in predicting these spanwise-averaged data would imply 
the possibility of at least limited success in modeling the gross aspects 
of the flow. 

S i m u l a t i o n P r o g r a m 
The differential method that has been developed to simulate the 

data consists of a two-dimensional boundary layer program, STAN5 
(whose nucleus is the original Spalding-Patankar program), with 
added routines to model coolant injection and turbulence augmen
tation. The resulting program is called STANCOOL, and it is docu
mented in [7]. 

The program solves the boundary layer equations by a marching 
process in the streamwise direction. Fluid is injected into the calcu-
lational boundary layer by stopping the program when a row of holes 
is encountered and inserting the injectant into the stream tubes be
tween the wall and a model-calculated "jet penetration point" within 
the boundary layer. The increased turbulence from jet-boundary layer 
interaction is modeled by augmenting the Prandtl mixing length. Two 
constants are required, in addition to the accepted constants for 
predicting flow over a flat, slightly rough plate. 

The boundary layer equations being solved are those described in 
the STAN5 documentation report [8] for flow over a flat surface: 

Pr eff : 

pU + 
dx 

,bl* T , d /* 
pU + pV 

dx dy 

-^-(pU) + — (pV) = Q 
ox ay 

, , d c / dP d 1 dU\ 
pv — =-gc — + —/**// — 

dy dx oy \ dyl 

0 

dy * " dy gcJ \ Pr J dy \ 2 / 

(1) 

(2) 

(3) 

where I* = I + U2/2gcJ. The effective viscosity and effective Prandtl 
number are defined in terms of an eddy viscosity, em, and the turbu
lent Prandtl number, Pr t . 

Peff= p ( " + «M) (4) 

l + (eM/v) 

Pr v Pr< 

(5) 

Eddy diffusivity for momentum is modeled by the Prandtl mixing 
length. 

(M = £2 
dU 

?>y 
(6) 

The mixing-length distribution used in the program is described in 
the subsection on turbulence augmentation. The turbulent Prandtl 
number is presumed to follow the flat-plate variation described in [8]: 
for air, it is 1.72 at the wall and drops to 0.86 in the outer region. 

Boundary conditions for the two-dimensional flow equations are 

U(x,0) = 0 

V(*,0) = 0 

lim U(x,y) = U„ (constant) 
y—» 

l*(x,0) = /*„, (constant) 

lim I*(x,y) = /*„ (constant) 

Injection Model. The injection model is a calculational technique 
for inserting coolant into the boundary layer each time the marching 
process encounters a row of holes. Three candidate injection models 
were examined; transpiration at the wall, slot-type injection parallel 
to the wall, and distributed injection. 

Testing of these models was carried out using the same turbulence 
model. The procedure was to find the injection and turbulence model 
constants that allowed prediction of the 8 = 1 Stanton number data 
for a given set of initial conditions, and then test the 6 = 0 case. The 
predictions were deemed successful when the same injection and 
turbulence model constants predicted both the 0 = 0 and 9 = 1 
Stanton number data. 

-Nomenclature-
A = area associated with one hole, P 2 

A+ = van Driest damping constant 
CD = drag coefficient, jet in crossflow 
D = hole diameter (jet diameter) van Driest 

damping function, equation (19) 
F = mixing length decay function, equation 

(21) 
FD = drag force, jet in crossflow 
gc = proportionality constant, Newton's 

Second Law 
h(6) = spanwise-averaged heat transfer 

coefficient with full-coverage film 
cooling 

/ = static enthalpy 
/* = stagnation enthalpy 
J = conversion constant, mechanical to 

thermal energy 
£ = mixing length 
m = mass flow rate per unit depth in a stream 

tube 
8rh = incremental mass flow rate in a stream 

tube due to injection, equation (8) 
ihj = mass flow rate of injectant, equation 

(16) 
M = mass flux, or blowing, ratio M = (pU) 

jHSU). 
P = pitch (hole-to-hole spacing), or pres

sure 
Pr = Prandtl number 
Pr t = turbulent Prandtl number 

Preft = effective Prandtl number, equation 
(5) 

PD = penetration distance, Pig. 2 
Rex = Reynolds number based on distance x 

from virtual origin, turbulent boundary 
layer 

ReA2 = Reynolds number based on A2 
Rej2 = Reynolds number based on 82 
St = Stanton number, h(6)/(pcU)„ 
T = temperature 
U = velocity component, x direction 
V = velocity component, y direction 
x = distance, streamwise direction 
x' = local x distance, measured from point of 

injection 
y = distance, cross-stream direction 
y + = dimensionless y, y + = y-y/r 
a = hole injection angle, Fig. 2 
A2 = enthalpy thickness 

T-Ta, 
A , = J -" pU I 

0 P„[/„l: p„U„ \TW 

62 = momentum thickness 

Jplv 

dy 

,2= rj^L^-^ 
Jo Pa,U^\ U„) 

dy 

8 = boundary layer thickness where U = 0.99 
[/_ 

CM = eddy diffusivity for momentum, equa
tion (6) 

K = von Karman constant 
A = .outer layer length scale constant 
Amax.o = augmented length scale constant 
Xeff = effective Xmax>a, equation (22) 
8 - temperature parameter, 6 = (T„ — T,-)-

/ (T„ - TJ 
Meff = effective viscosity, equation (4) 
v = kinematic viscosity 
\f/ = stream function, Fig. 1 
&\p = stream tube, Fig. 1 
p = density 
r = shear stress 

Superscripts 

(~) = average value of quantity within stream 
tube 

Subscripts 

a = augmented turbulence quantity 
j = evaluated at injectant conditions 
max,a = maximum value, augmented tur

bulence quantity injection 
new = average quantity within stream tube 

after injection 
old = average quantity within stream tube 

before injection 
w - evaluated at wall 
2-D = two-dimensional turbulence quan

tity 
<» = evaluated at free stream conditions 
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The first injection model to be tested was the transpiration model 
developed by Choe [1]. This model uniformly distributes the injectant 
over the area around the injection holes. It was found to be a successful 
model for low M but failed for M = 0.4. 

A slot-type model was then developed to more accurately simulate 
the way the coolant is injected into the boundary layer. This model 
extended the range of successful predictions to M = 0.6, but failed for 
still higher M. The empirical constant for this model was the slot 
height, or jet-penetration point, and the injectant was distributed 
equally between the wall and the slot height, or jet-penetration point, 
and the injectant was distributed equally between the wall and the 
slot height. Physically, as M increases, the slot height should increase 
to model the fact that the jets of coolant penetrate farther into the 
boundary layer. However, as the height was increased, the momentum 
effects that should have been associated with large M diminished due 
to the model requirement for uniform injectant distribution. An at
tempt was made to allow the slot of injectant to reside above the wall 
for high M, but this resulted in even poorer heat transfer predictions. 
Evidently, for moderate to high M, turbulent mixing and jet-boundary 
layer interaction combine to distribute some of the injectant in the 
near-wall region, even though the bulk of the coolant does arrive at 
or near the penetration point. These facts suggested examining a 
distributed injection model. 

In constructing the distributed injection model, consideration was 
taken of the physical process occurring when the jets enter the 
boundary layer. The jet-in-crossflow discussion by Abramovich [9] 
and the film-cooling flow-visualization study of Colladay and Russell 
[10] were used as guides. 

For low M the jets do not penetrate but are immediately "knocked 
over" by pressure and drag forces on the emerging jets, as a conse
quence of the boundary layer flow. For higher M, the jets leave the 
surface entirely and are turned in the downstream direction by 
pressure and shear forces which overcome the jet's resistance to 
change of direction. In either case, as a jet emerges into the boundary 
layer the shear layer at the injectant-boundary layer interface pro
motes entrainment of boundary layer fluid into the jet, and eventually 
the injectant becomes diffused into the existing boundary layer. 

The injection process and entrainment-diffusion process are 
modeled together. As a jet passes through the stream tubes that 
comprise the boundary layer, drag forces are presumed to "tear off" 
some of the injectant. The injectant that is shed into a given stream 
tube is then accelerated by drag forces. Shedding commences at the 
wall and continues until the total amount shed equals the injectant 
mass flow rate per unit width of film-cooled surface. The point where 
shedding is complete is named the penetration distance. 

Equations that describe the model are obtained from one-dimen
sional mass, momentum, and thermal energy balances on the element 
of injectant bounded between two stream surfaces. This element is 
shown in Fig. 1. For flow between these surfaces, 

y + hy 

•• m 0 i d + brh (7) 

where mGid is the flow rate upstream and brh is the injectant that is 
shed into the stream tube (on a rate basis). From a momentum balance 
consideration, 

(m0id + brh)Unew = rhouUoid + brhUj cosa (8) 

where U0ia is the mass-averaged velocity of the upstream fluid and 
Uj is the velocity of the injectant. The Uj velocity is assumed not to 
vary with y. This is the simplest way to preserve overall momentum 
within the boundary layer (i.e., 'EbrhUj = rhjUj, where Uj = 
MpaUa/pj). 

The drag forces that tear off the injectant are assumed to accelerate 
bin from its initial velocity up to the new stream-tube velocity, 

FB = 5m (J7new — Uj cos a) (9) 

The drag forces can be defined in terms of a drag coefficient for con
venience, 

FD = CD^pAj(Uold)2 (10) 

W7/7/7/?///S&ZV///////£ 

:z~--L 
^ V/S//////7?7?777. 7 

T 
Fig. 1 Flow element for constructing injection model 

where Aj is the cross-sectional area of the jet, (D-by)/sina for a stream 
tube that is by in width (proportional to b\p). 

By introducing the definition m0n = p[/0id (by-P), where P is the 
distance between adjacent jets, and combining with the above equa
tions, the ratio of the mass shed from the coolant jet to the existing 
mass between the stream tubes (on a rate basis) can be written as 

bm \2(P/D) I Uj coso:\ 

CD I i/old TOQld 
(ID 

A mass-averaged velocity ratio can be formed by rearranging equation 
(8): 

t/n, 

Uo] 

1 + 
brh \ Uj cosa 

TOold/ U, old 
1 +-

bm 
TO old. 

From energy balance consideration 

/ * n e w (TOold + bm) = OT0ld/*old + brill*j 

(12) 

(13) 

where J*old is the mass-averaged stagnation enthalpy of the upstream 
fluid and / /* is that of the injectant (assumed not to vary with y to 
satisfy overall energy conservation). A mass-averaged enthalpy ratio 
can be formed by rearranging equation (13): 

lbrii\ I*j ' 

Wold/ 7*oldJ 

In the prediction program, the injection model, based on the 
analysis given above, is contained in a subroutine, and it is invoked 
whenever a row of holes is encountered. The empirical input is the 
mass shed ratio, defined as 

/% 
7*o 

1 + 1 + 
bm \~ 

riioidl 
(14) 

brh 

TO old 
DELMR = / (M,P/A a) (15) 

The DELMR expression is used in lieu of equation (11), for simplicity. 
With this as input, the routine processes each flow tube from the wall 
outward. The velocities are adjusted according to equation (12) to 
conserve momentum, and the stagnation enthalpies are adjusted 
according to equation (14). The injection process is terminated at the 
stream tube where 

irD2 

PjUj = £ DELMR • &yf/i (16) 

Note the introduction of P to put the flow rate on a per-unit depth 
basis (consistent with the dimensions of i/'). The y location where flow 
injection is terminated is PD, the penetration distance. 

Turbulence Augmentation Model. The turbulence model ac
counts for the effects of coolant injection on the turbulent transport 
terms by altering the eddy viscosity. Three turbulence models were 
studied: mixing-length augmentation tied to the transpiration in
jection model, to the distributed injection model, and to a turbulence 
kinetic energy (TKE) model. 

Development and testing of the augmented mixing-length model 
for use with transpiration was carried out by Choe [1] for normal-
angled injection. He made detailed pitot tube surveys of the spanwise 
distribution of the velocity field within the full-coverage region. From 
a set of ten profiles between —P/2 and +P/2 he constructed a span-
wise-averaged profile. He then integrated the momentum equation, 
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using an analogy between wall friction and heat transfer, and obtained 
an average shear-stress distribution through the boundary layer. A 
mixing-length distribution was determined using the velocity profile 
derivatives and the shear stress distribution. The mixing-length 
distribution was found to be nearly identical to that of a two-dimen
sional boundary layer in the near-wall region and near the free stream, 
but in the central part of the boundary layer it was higher. The aug
mented mixing length was modeled by a one-parameter curve fit to 
the experimental distribution. 

Crawford [2] carried out the same velocity profile study for the 
slant-angled injection and found the same augmented mixing-length 
profile as did Choe. The Crawford model is similar to Choe's, but the 
model parameter describing the peak in augmentation is directly tied 
to the distributed injection model. 

A turbulence kinetic energy model was investigated in hopes of 
circumventing some of the recovery region problems encountered with 
the Crawford model. Yavuzkurt, et al. [11] carried out a detailed ve
locity and Reynolds stress study of the flow field over the slant-angled 
injection test section and in its recovery region. He developed a very 
successful TKE model for recovery region predictions, solving the 
TKE equation with a length-scale model developed from experi
mental data. Efforts were then made to develop a similar length-scale 
model for the full-coverage region, but with only marginal success. 
Rather than use different schemes in the full-coverage and recovery 
regions, the Choe-type model, as modified by Crawford was 
adopted. 

The eddy diffusivity for momentum is modeled by algebraically 
augmenting the Prandtl mixing length using 

b \5J2-D + \bja 
(17) 

where the subscript 2-D refers to the two-dimensional mixing length 
and the a denotes the departure due to the jet-boundary layer inter
action. The two-dimensional mixing-length distribution is that used 
in STAN5: 

^2-D = 
KyD, Ky < A 5 

Xb , Ky ^ X5 

where D is the van Driest damping function, 

D = 1 - exp(-y+/A+) 

(18) 

(19) 

In the above equation, K is the von Karman constant; X is the outer 
layer length-scale constant; b is the 99 percent boundary layer 
thickness, y+ ='y^Tw/p/v; and A+ is the van Driest damping con
stant. A+ was about 22 in the full-coverage region, and it was 25 in the 
recovery region. The smaller A+ in the film-cooling region reflected 
the effect of surface roughness due to the holes. The A+ transition was 
handled according to the first-order lag equation described by 
Crawford and Kays [8]. 

Augmentation of the two-dimensional mixing length is depicted 
in Pig. 2. The curve represents a departure from the two-dimensional 
distribution, with a maximum located at PD/b. The augmented 
mixing-length distribution is a curve fit to Fig. 2, and it is superim
posed on the two-dimensional distribution according to equation 
(17). 

C a i , o = Xmax.a • b • F (20) 

where F is an exponential function that decays the XmaXj<] • & product 
on either side of PD/8. 

2.718 — 
\PD, 

• exp[-(y/PD) 2 (21) 

The mixing-length augmentation is a maximum in the vicinity of 
the injection site, and it decreases in the downstream direction. A 
model for this decay was developed by Yavuzkurt [11], based on his 
hydrodynamic studies of the recovery region, downstream of the last 
row of holes. He found that the augmented turbulence decayed with 
a time constant proportional to the boundary layer thickness. To 
model this decay the (l/5)maX|„ in equation (20) is replaced by an ef-

.25 

.20 

. 1 5 -

J/8 

PD 
V77/////////////iy/, 

1.0 

Fig. 2 Augmentation ol the two-dimensional Prandtl mixing length, with the 
peak occurring at the penetration distance location 

fective value, (VS)a; and XmaX]a is replaced with 

Xeff = Xmflx,0 • exp[-U75)/2] (22) 
where x' is the streamwise distance, measured from the point of in
jection, and the time constant for decay is two boundary-layer 
thicknesses. 

In the prediction program, the mixing length is computed using 

• + \ett-F-5 (23) 

and in the near-wall region the mixing length is damped by multi
plying it by equation (19). The empirical input to the turbulence-
augmentation model is 

•• ALAM = f(M,P/D,a) (24) 

and Xeff is computed using this input variable and equation (22). The 
x' is zero at each injection location and increases linearly in the 
downstream direction. 

The success of this turbulence-augmentation model is due partly 
to its being directly tied to the injection model through PD, the pen
etration distrance. In the turbulence model, PD was arbitrarily as
signed to coincide with the mixing-length maximum; in retrospect, 
perhaps it should have been the outermost edge of the mixing-length 
perturbation, because for large M, where PD/b approaches unity, half 
the augmentation is located in the potential core. This problem was 
discovered only after the model had been used for most of the low to 
moderate M predictions. To overcome this problem for high M or for 
thin initial boundary layers, PD/5 was never allowed to exceed 0.8 
(arbitrarily fixed). 

Summary and Constants for the Model. The STANCOOL 
program is basically the STAN5 boundary layer program with an 
appended subroutine COOL that contains the injection model. The 
turbulence-augmentation model resides within the existing subroutine 
AUX. Boundary conditions for the program consist of specifying the 
wall temperature and free-stream velocity at various x locations 
(usually constants, independent of a:).1 The initial conditions are 
experimentally obtained velocity and temperature profiles upstream 
of the first row of cooling holes. A three-by-eleven array contains x 
locations and the M and 8 parameter values for the eleven rows of 
film-cooling holes. 

Program STANCOOL commences integration upstream of the first 

1 For low-velocity, constant-property flows the stagnation enthalpy and 
temperature variable are interchangeable. 
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Fig. 3 Injection model constants. Symbols: D, normal; O, slant; A, com
pound-angled injection 

row of holes. When the program encounters a row of holes, it stops and 
the velocity and temperature profiles are augmented according to 
equations (12) and (14), with (5m/m0id) being replaced by DELMR, 
the input injection constant. Injection commences at the surface and 
proceeds outward, stream tube by stream tube, until 25m = rhj/P. 
The final stream tube y location is PD, the penetration distance. With 
PD determined, the exponential function F (equation (21)) is deter
mined for the augmented mixing length. Integration is restarted, and 
at each integration point downstream, Xeff is computed according to 
equation (22), with Xmax,a being replaced by ALAM, the input tur
bulence constant. The total mixing length is determined using 
equation (23). For each row of holes this series of steps is repeated. 

The input injection and turbulence augmentation constants were 
determined for each heated starting length, P/D = 5 data set con
tained in [1, 2, 7, 12]. Figures 3 and 4 show these constants and 
curvefits. 

Data and Predictions 
Initial success in development of the STANCOOL program was 

described in [2], and the results are summarized as follows. The in
jection model was tested at M = 0.4 and five initial conditions: un-
heated starting lengths with momentum Reynolds numbers of 1900, 
2700, and 4800, and heated starting lengths with momentum/enthalpy 
Reynolds numbers of 2700, 1800 and 500, 500. The same value of 
DELMR successfully predicted all five data sets. In addition, all but 
the low Reynolds number case used the same ALAM. For low Re the 
value had to be increased about 20 percent. The prediction program 
was then used to simulate film cooling with 24 rows of holes and 
slant-angled injection at P/D = 5. The predicted Stanton number 
trend was identical to that for 11 rows (i.e., nearly constant St for 6 
= 0 and a continued decreasing St for 6 = 1). Predicted velocity and 
temperature profiles with M = 0.4 were compared to pitot-tube and 
thermocouple experimental spanwise-averaged profiles. The pre
dicted velocity profile was in qualitative agreement, and the 6 = 0 and 
0 = 1 predicted temperature profiles were almost identical to the ex
perimental profiles. 

Due to space limitations, only a part of the data used in Part I can 
be presented. It was decided that graphs of Stanton number data with 
low initial Reynolds numbers would be presented. The approximate 
initial momentum and enthalpy thickness Reynolds numbers are: 
550,600 normal; 500,500 slant; and 500,650 compound. One set of data 
at high initial Reynolds number with slant-angled injection is also 
presented. 

Stanton number data for slant-angled injection and P/D = 5 are 
shown in Fig. 5-7. In the graphs film cooling commences with the 
second data point (the first is the upstream guard plate). The pre-
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Fig. 4 Turbulence-augmentation constants. Symbols: D, normal; O, slant; 
A, compound-angled injection 

diction for M = 0 in Fig. 5 shows the slight roughness effect that the 
hole array has on the sublayer. Smooth-walled boundary layer friction 
coefficients and Stanton numbers can be successfully predicted with 
A+ = 25. In the full-coverage region, though, A+ had to be decreased 
to 22 to simulate the roughness effect. The arrows denote the last row 
of holes and the start of the recovery region. 

For 6 = 0 the predicted St spikes upward and for 6 = 1 there is a 
corresponding downward spike in response to the injectant. The 
predicted rate of recovery in the x direction after each spike is similar 
to that found in the recovery region after the last row of holes, and it 
reflects the effect of injectant on the thermal boundary layer. The 
recovery region predictions are satisfactory for low M, but deviate for 
high M and 6 = 1. 

For 6 = 0 and slant-angled injection the experimental data imme
diately rises above the M = 0 baseline data and becomes almost 
constant and independent of x until the recovery region. In contrast 
the 6 = 1 injectant causes a continual decrease in St, similar to tran
spiration cooling. 

There are two important points concerning the data in Fig. 5. The 
first is that in'the initial film cooling region where the boundary layer 
is extremely thin relative to hole diameter (first few rows of holes), 
the high blowing ratio provides almost no heat transfer reduction. 
This feature becomes more pronounced as M is increased above unity. 
The second point, in favor of high blowing ratios, is the continued 
reduction in heat transfer coefficient past the last row of holes. This 
suggests that interrupted hole arrays may be viable (i.e., a set of ten 
rows, followed by a recovery region before the next set of rows). 

Figure 6 shows slant-angled data for P/D = 10 and the same initial 
conditions as Fig. 5. For M = 0 the effect of every other row being 
plugged can be seen by the slight dip in Stanton number. The pre
dictions with blowing are similar to those of Fig. 5. Again the recovery 
region 6 = 1 prediction at high blowing deviates from the data. 

The effect of the damped mixing-length augmentation, equation 
(22), can be seen in the figure. The effect of hole spacing on Stanton 
number can be seen by comparing the data in Figs. 5 and 6. For 6 = 
1 and the last row of holes on the film-cooled surface, P/D = 10 gives 
a 25-35 percent higher Stanton number, indicating less surface pro
tection. 

A high blowing ratio data set is shown in Fig. 7. Initial conditions 
are much larger than for the data in Figs. 5 and 6. The important point 
from the graph is that, even with a relatively thick initial boundary 
layer (five times that for low-initial Re data, see Part I), the heat 
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Fig. 6 Slant-angled injection with P/D = 10 and initial momentum and en
thalpy Reynolds numbers of 500 and 500 

transfer coefficient for d = 1 in the initial blowing region is 20 percent 
above the unblown value. This suggests that the jets of coolant greatly 
increase the turbulence production, and they have minimal cooling 
effect until the boundary sufficiently thickens. Blowing ratios greater 
than unity will probably have detrimental effects on the turbine blade 
aerodynamics. 

Compound-angled injection data are shown in Fig. 8. The predic
tions are within about 10 percent of the data, but not nearly as good 
as the slant-angle predictions. The most significant feature of the data 
appears to be in the recovery region where, once the blowing ceases, 
the Stanton number with 6 = 1 begins to recover towards the M = 0 
baseline. This is in marked contrast to the slant-angled injection 
data. 

Normal-angled injection data are shown in Fig. 9. Note the differ
ence in how the predictions rise to a maximum and then fall between 
each row of holes. The blowing ratios for normal injection are different 
from those for the oblique injection data sets, but the data trend is 
somewhat similar. 
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Discussion 
There are four distinct flow fields on the film-cooled surface: (1) 

the initial film-cooling region; (2) the "asymptotic" film-cooling region 
(past the first few rows of holes); (3) the recovery region for low M; 
and (4) the recovery region for moderate to high M. It is not surprising 
that STANCOOL adequately models regions (2) and (3) and not (1) 
and (4). Region (2), the asymptotic film-cooling region, is represented 
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Fig. 9 Normal-angled injection with P/D = 5 and initial momentum and 
enthalpy Reynolds numbers of 550 and 600 

by the injection and turbulence augmentation model. Region (3), the 
recovery region for low M, is indirectly modeled by the relatively fast 
decay of the augmented turbulence to its two-dimensional value and 
the fact that the recovery region profiles are not too different from 
the two-dimensional value. 

For moderate to high M in the recovery region, the turbulence also 
quickly decays, but the velocity profiles are very flat and far from the 
two-dimensional value (Yavuzkurt, [11]). This causes turbulence 
production that is less than the two-dimensional value and seems to 
be the primary cause for the continual drop in Stanton number in the 
recovery region. The depression of the mixing-length below its two-
dimensional value for moderate to high M is not modeled in STAN-
COOL. 

The initial film-cooling region represents the transition from 
two-dimensional flow to three-dimensional spanwise-periodic flow. 
This region is not modeled in STANCOOL. The transition region is 
fairly short (several rows) for normal- and slant-angled injection and 
high initial Reynolds number. The region is longer (five to six rows) 
for low initial Reynolds number (a thin boundary layer compared to 
the jet diameter). For compound-angled injection the transition region 
occupies at least six rows of film cooling, and the flow field is distinctly 
different from normal- and slant-angled injection because of its strong 
streamwise vorticity. 

C o n c l u d i n g R e m a r k s 
This paper describes a numerical procedure developed to simulate 

heat transfer with full-coverage film cooling. The procedure uses the 
STAN5 program, whose nucleus is the original Spalding-Patankar 
program. Routines have been added to the STAN5 program to model 
the injection process and turbulence augmentation. The turbulence 
level is modeled by algebraically augmenting the mixing length, with 
the augmentation keyed to a penetration distance for the injected 
fluid. Development of the injection and turbulence models was the 
outgrowth of detailed hydrodynamic and thermal boundary layer 

studies. Most of the Stanford data bases for normal-, slant-, and 
compound-angled injection have been successfully predicted using 
the same injection and turbulence model. Two model parameters are 
required, and they are a function of blowing ratio and geometry. Based 
on our experience with simple flows, including transpired turbulent 
boundary layers, we would expect the STANCOOL program to have 
at least limited success in extrapolating the predictions to the com
pressible, high velocity, pressure gradient conditions of a gas turbine 
engine. But, the effects of mainstream turbulence, rotation, and 
curvature would be missing. One point not yet answered is which 
should be used to describe the DELMR and ALAM prediction con
stant correlations for compressible, high-velocity flows: the ratio of 
coolant-to-mainstream velocity, the mass flux ratio, or the momentum 
ratio. 
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